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1. Introduction

Not written as of yet. Topics to mention.

(1) A better and more general integral.
(a) Convergence Theorems
(b) Integration over diverse collection of sets. (See probability theory.)
(c) Integration relative to different weights or densities including singular

weights.
(d) Characterization of dual spaces.
(e) Completeness.

(2) Infinite dimensional Linear algebra.
(3) ODE and PDE.
(4) Harmonic and Fourier Analysis.
(5) Probability Theory

2. Limits, sums, and other basics

2.1. Set Operations. Suppose that X is a set. Let P(X) or 2X denote the power
set of X, that is elements of P(X) = 2X are subsets of A. For A ∈ 2X let

Ac = X \A = {x ∈ X : x /∈ A}
and more generally if A,B ⊂ X let

B \A = {x ∈ B : x /∈ A}.
We also define the symmetric difference of A and B by

A4B = (B \A) ∪ (A \B) .
As usual if {Aα}α∈I is an indexed collection of subsets of X we define the union
and the intersection of this collection by

∪α∈IAα := {x ∈ X : ∃ α ∈ I 3 x ∈ Aα} and
∩α∈IAα := {x ∈ X : x ∈ Aα ∀ α ∈ I }.

Notation 2.1. We will also write
`

α∈I Aα for ∪α∈IAα in the case that {Aα}α∈I
are pairwise disjoint, i.e. Aα ∩Aβ = ∅ if α 6= β.

Notice that ∪ is closely related to ∃ and ∩ is closely related to ∀. For example
let {An}∞n=1 be a sequence of subsets from X and define

{An i.o.} := {x ∈ X : # {n : x ∈ An} =∞} and
{An a.a.} := {x ∈ X : x ∈ An for all n sufficiently large}.

(One should read {An i.o.} as An infinitely often and {An a.a.} as An almost al-
ways.) Then x ∈ {An i.o.} iff ∀N ∈ N ∃n ≥ N 3 x ∈ An which may be written
as

{An i.o.} = ∩∞N=1 ∪n≥N An.

Similarly, x ∈ {An a.a.} iff ∃ N ∈ N 3 ∀ n ≥ N, x ∈ An which may be written as

{An a.a.} = ∪∞N=1 ∩n≥N An.



2 BRUCE K. DRIVER†

2.2. Limits, Limsups, and Liminfs.

Notation 2.2. The Extended real numbers is the set R̄ := R∪ {±∞} , i.e. it
is R with two new points called ∞ and −∞. We use the following conventions,
±∞ · 0 = 0, ±∞+ a = ±∞ for any a ∈ R, ∞+∞ =∞ and −∞−∞ = −∞ while
∞−∞ is not defined.

If Λ ⊂ R̄ we will let supΛ and inf Λ denote the least upper bound and greatest
lower bound of Λ respectively. We will also use the following convention, if Λ = ∅,
then sup ∅ = −∞ and inf ∅ = +∞.

Notation 2.3. Suppose that {xn}∞n=1 ⊂ R̄ is a sequence of numbers. Then
lim inf

n→∞xn = lim
n→∞ inf{xk : k ≥ n} and(2.1)

lim sup
n→∞

xn = lim
n→∞ sup{xk : k ≥ n}.(2.2)

We will also write lim for lim inf and lim for lim sup .

Remark 2.4. Notice that if ak := inf{xk : k ≥ n} and bk := sup{xk : k ≥ n},then
{ak} is an increasing sequence while {bk} is a decreasing sequence. Therefore the
limits in Eq. (2.1) and Eq. (2.2) always exist and

lim inf
n→∞xn = sup

n
inf{xk : k ≥ n} and

lim sup
n→∞

xn = inf
n
sup{xk : k ≥ n}.

The following proposition contains some basic properties of liminfs and limsups.

Proposition 2.5. Let {an}∞n=1 and {bn}∞n=1 be two sequences of real numbers.
Then

(1) lim infn→∞ an ≤ lim supn→∞ an and limn→∞ an exists in R̄ iff lim infn→∞ an =
lim supn→∞ an ∈ R̄.

(2) There is a subsequence {ank}∞k=1 of {an}∞n=1 such that limk→∞ ank =
lim supn→∞ an.

(3)

(2.3) lim sup
n→∞

(an + bn) ≤ lim sup
n→∞

an + lim sup
n→∞

bn

whenever the right side of this equation is not of the form ∞−∞.
(4) If an ≥ 0 and bn ≥ 0 for all n ∈ N, then

(2.4) lim sup
n→∞

(anbn) ≤ lim sup
n→∞

an · lim sup
n→∞

bn,

provided the right hand side of (2.4) is not of the form 0 ·∞ or ∞ · 0.
Proof. We will only prove part 1. and leave the rest as an exercise to the reader.

We begin by noticing that

inf{ak : k ≥ n} ≤ sup{ak : k ≥ n} ∀n
so that

lim inf
n→∞ an ≤ lim sup

n→∞
an.

Now suppose that lim infn→∞ an = lim supn→∞ an = a ∈ R. Then for all > 0,
there is an integer N such that

a− ≤ inf{ak : k ≥ N} ≤ sup{ak : k ≥ N} ≤ a+ ,
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i.e.
a− ≤ ak ≤ a+ for all k ≥ N.

Hence by the definition of the limit, limk→∞ ak = a.
If lim infn→∞ an = ∞, then we know for all M ∈ (0,∞) there is an integer N

such that
M ≤ inf{ak : k ≥ N}

and hence limn→∞ an = ∞. The case where lim supn→∞ an = −∞ is handled
similarly.
Conversely, suppose that limn→∞ an = A ∈ R̄ exists. If A ∈ R, then for every
> 0 there exists N( ) ∈ N such that |A− an| ≤ for all n ≥ N( ), i.e.

A− ≤ an ≤ A+ for all n ≥ N( ).

From this we learn that

A− ≤ lim inf
n→∞ an ≤ lim sup

n→∞
an ≤ A+ .

Since > 0 is arbitrary, it follows that

A ≤ lim inf
n→∞ an ≤ lim sup

n→∞
an ≤ A,

i.e. that A = lim infn→∞ an = lim supn→∞ an.
If A = ∞, then for all M > 0 there exist N(M) such that an ≥ M for all

n ≥ N(M). This show that
lim inf

n→∞ an ≥M

and since M is arbitrary it follows that

∞ ≤ lim inf
n→∞ an ≤ lim sup

n→∞
an.

The proof is similar if A = −∞ as well.

2.3. Sums of positive functions. In this and the next few sections, let X and Y
be two sets. We will write α ⊂⊂ X to denote that α is a finite subset of X.

Definition 2.6. Suppose that a : X → [0,∞] is a function and F ⊂ X is a subset,
then X

F

a =
X
x∈F

a(x) = sup

(X
x∈α

a(x) : α ⊂⊂ F

)
.

Remark 2.7. Suppose that X = N = {1, 2, 3, . . . }, thenX
N

a =
∞X
n=1

a(n) := lim
N→∞

NX
n=1

a(n).

Indeed for all N,
PN

n=1 a(n) ≤
P
N a, and thus passing to the limit we learn that
∞X
n=1

a(n) ≤
X
N

a.

Conversely, if α ⊂⊂ N, then for all N large enough so that α ⊂ {1, 2, . . . , N}, we
have

P
α a ≤

PN
n=1 a(n) which upon passing to the limit implies thatX

α

a ≤
∞X
n=1

a(n)
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and hence by taking the supremum over α we learn thatX
N

a ≤
∞X
n=1

a(n).

Remark 2.8. Suppose that
P

X a < ∞, then {x ∈ X : a(x) > 0} is at most count-
able. To see this first notice that for any > 0, the set {x : a(x) ≥ } must be finite
for otherwise

P
X a =∞. Thus
{x ∈ X : a(x) > 0} =

[∞
k=1{x : a(x) ≥ 1/k}

which shows that {x ∈ X : a(x) > 0} is a countable union of finite sets and thus
countable.

Lemma 2.9. Suppose that a, b : X → [0,∞] are two functions, thenX
X

(a+ b) =
X
X

a+
X
X

b andX
X

λa = λ
X
X

a

for all λ ≥ 0.
I will only prove the first assertion, the second being easy. Let α ⊂⊂ X be a

finite set, then X
α

(a+ b) =
X
α

a+
X
α

b ≤
X
X

a+
X
X

b

which after taking sups over α shows thatX
X

(a+ b) ≤
X
X

a+
X
X

b.

Similarly, if α, β ⊂⊂ X, thenX
α

a+
X
β

b ≤
X
α∪β

a+
X
α∪β

b =
X
α∪β

(a+ b) ≤
X
X

(a+ b).

Taking sups over α and β then shows thatX
X

a+
X
X

b ≤
X
X

(a+ b).

Lemma 2.10. Let X and Y be sets, R ⊂ X × Y and suppose that a : R→ R̄ is a
function. Let xR := {y ∈ Y : (x, y) ∈ R} and Ry := {x ∈ X : (x, y) ∈ R} . Then

sup
(x,y)∈R

a(x, y) = sup
x∈X

sup
y∈xR

a(x, y) = sup
y∈Y

sup
x∈Ry

a(x, y) and

inf
(x,y)∈R

a(x, y) = inf
x∈X

inf
y∈xR

a(x, y) = inf
y∈Y

inf
x∈Ry

a(x, y).

(Recall the conventions: sup ∅ = −∞ and inf ∅ = +∞.)

Proof. Let M = sup(x,y)∈R a(x, y), Nx := supy∈xR a(x, y). Then a(x, y) ≤ M

for all (x, y) ∈ R implies Nx = supy∈xR a(x, y) ≤M and therefore that

(2.5) sup
x∈X

sup
y∈xR

a(x, y) = sup
x∈X

Nx ≤M.

Similarly for any (x, y) ∈ R,

a(x, y) ≤ Nx ≤ sup
x∈X

Nx = sup
x∈X

sup
y∈xR

a(x, y)
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and therefore

(2.6) sup
(x,y)∈R

a(x, y) ≤ sup
x∈X

sup
y∈xR

a(x, y) =M

Equations (2.5) and (2.6) show that

sup
(x,y)∈R

a(x, y) = sup
x∈X

sup
y∈xR

a(x, y).

The assertions involving infinums are proved analogously or follow from what we
have just proved applied to the function −a.

Figure 1. The x and y — slices of a set R ⊂ X × Y.

Theorem 2.11 (Monotone Convergence Theorem for Sums). Suppose that fn :
X → [0,∞] is an increasing sequence of functions and

f(x) := lim
n→∞ fn(x) = sup

n
fn(x).

Then
lim
n→∞

X
X

fn =
X
X

f

Proof. We will give two proves. For the first proof, let Pf (X) = {A ⊂ X :
A ⊂⊂ X}. Then
lim
n→∞

X
X

fn = sup
n

X
X

fn = sup
n

sup
α∈Pf (X)

X
α

fn = sup
α∈Pf (X)

sup
n

X
α

fn

= sup
α∈Pf (X)

lim
n→∞

X
α

fn = sup
α∈Pf (X)

X
α

lim
n→∞ fn = sup

α∈Pf (X)

X
α

f =
X
X

f.

(Second Proof.) Let Sn =
P

X fn and S =
P

X f. Since fn ≤ fm ≤ f for all
n ≤ m, it follows that

Sn ≤ Sm ≤ S

which shows that limn→∞ Sn exists and is less that S, i.e.

(2.7) A := lim
n→∞

X
X

fn ≤
X
X

f.



6 BRUCE K. DRIVER†

Noting that
P

α fn ≤
P

X fn = Sn ≤ A for all α ⊂⊂ X and in particular,X
α

fn ≤ A for all n and α ⊂⊂ X.

Letting n tend to infinity in this equation shows thatX
α

f ≤ A for all α ⊂⊂ X

and then taking the sup over all α ⊂⊂ X gives

(2.8)
X
X

f ≤ A = lim
n→∞

X
X

fn

which combined with Eq. (2.7) proves the theorem.

Lemma 2.12 (Fatou’s Lemma for Sums). Suppose that fn : X → [0,∞] is a
sequence of functions, thenX

X

lim inf
n→∞ fn ≤ lim inf

n→∞

X
X

fn.

Proof. Define gk ≡ inf
n≥k

fn so that gk ↑ lim infn→∞ fn as k →∞. Since gk ≤ fn

for all k ≤ n, X
X

gk ≤
X
X

fn for all n ≥ k

and therefore X
X

gk ≤ lim inf
n→∞

X
X

fn for all k.

We may now use the monotone convergence theorem to let k →∞ to findX
X

lim inf
n→∞ fn =

X
X

lim
k→∞

gk
MCT
= lim

k→∞

X
X

gk ≤ lim inf
n→∞

X
X

fn.

Remark 2.13. If A =
P

X a <∞, then for all > 0 there exists α ⊂⊂ X such that

A ≥
X
α

a ≥ A−

for all α ⊂⊂ X containing α or equivalently,

(2.9)

¯̄̄̄
¯A−X

α

a

¯̄̄̄
¯ ≤

for all α ⊂⊂ X containing α . Indeed, choose α so that
P

α a ≥ A− .

2.4. Sums of complex functions.

Definition 2.14. Suppose that a : X → C is a function, we say thatX
X

a =
X
x∈X

a(x)

exists and is equal to A ∈ C, if for all > 0 there is a finite subset α ⊂ X such
that for all α ⊂⊂ X containing α we have¯̄̄̄

¯A−X
α

a

¯̄̄̄
¯ ≤ .
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The following lemma is left as an exercise to the reader.

Lemma 2.15. Suppose that a, b : X → C are two functions such that
P

X a andP
X b exist, then

P
X(a+ λb) exists for all λ ∈ C andX

X

(a+ λb) =
X
X

a+ λ
X
X

b.

Definition 2.16 (Summable). We call a function a : X → C summable ifX
X

|a| <∞.

Proposition 2.17. Let a : X → C be a function, then
P

X a exists iff
P

X |a| <∞,
i.e. iff a is summable.

Proof. If
P

X |a| <∞, then
P

X (Re a)
± <∞ and

P
X (Im a)± <∞ and hence

by Remark 2.13 these sums exists in the sense of Definition 2.14. Therefore by
Lemma 2.15,

P
X a exists andX

X

a =
X
X

(Re a)+ −
X
X

(Re a)− + i

ÃX
X

(Im a)+ −
X
X

(Im a)−
!
.

Conversely, if
P

X |a| =∞ then, because |a| ≤ |Re a|+ |Im a| , we must haveX
X

|Re a| =∞ or
X
X

|Im a| =∞.

Thus it suffices to consider the case where a : X → R is a real function. Write
a = a+ − a− where

(2.10) a+(x) = max(a(x), 0) and a−(x) = max(−a(x), 0).
Then |a| = a+ + a− and

∞ =
X
X

|a| =
X
X

a+ +
X
X

a−

which shows that either
P

X a+ = ∞ or
P

X a− = ∞. Suppose, with out loss of
generality, that

P
X a+ = ∞. Let X 0 := {x ∈ X : a(x) ≥ 0}, then we know thatP

X0 a =∞ which means there are finite subsets αn ⊂ X 0 ⊂ X such that
P

αn
a ≥ n

for all n. Thus if α ⊂⊂ X is any finite set, it follows that limn→∞
P

αn∪α a = ∞,
and therefore

P
X a can not exist as a number in R.

Remark 2.18. Suppose that X = N and a : N→ C is a sequence, then it is not
necessarily true that

(2.11)
∞X
n=1

a(n) =
X
n∈N

a(n).

This is because
∞X
n=1

a(n) = lim
N→∞

NX
n=1

a(n)

depends on the ordering of the sequence a where as
P

n∈N a(n) does not. For
example, take a(n) = (−1)n/n then Pn∈N |a(n)| = ∞ i.e.

P
n∈N a(n) does not
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exist while
P∞

n=1 a(n) does exist. On the other hand, ifX
n∈N

|a(n)| =
∞X
n=1

|a(n)| <∞

then Eq. (2.11) is valid.

Theorem 2.19 (Dominated Convergence Theorem for Sums). Suppose that fn :
X → C is a sequence of functions on X such that f(x) = limn→∞ fn(x) ∈ C exists
for all x ∈ X. Further assume there is a dominating function g : X → [0,∞)
such that

(2.12) |fn(x)| ≤ g(x) for all x ∈ X and n ∈ N
and that g is summable. Then

(2.13) lim
n→∞

X
x∈X

fn(x) =
X
x∈X

f(x).

Proof. Notice that |f | = lim |fn| ≤ g so that f is summable. By considering
the real and imaginary parts of f separately, it suffices to prove the theorem in the
case where f is real. By Fatou’s Lemma,X

X

(g ± f) =
X
X

lim inf
n→∞ (g ± fn) ≤ lim inf

n→∞

X
X

(g ± fn)

=
X
X

g + lim inf
n→∞

Ã
±
X
X

fn

!
.

Since lim infn→∞(−an) = − lim supn→∞ an, we have shown,X
X

g ±
X
X

f ≤
X
X

g +

½
lim infn→∞

P
X fn

− lim supn→∞
P

X fn

and therefore
lim sup

n→∞

X
X

fn ≤
X
X

f ≤ lim inf
n→∞

X
X

fn.

This shows that lim
n→∞

P
X fnexists and is equal to

P
X f.

Proof. (Second Proof.) Passing to the limit in Eq. (2.12) shows that |f | ≤ g
and in particular that f is summable. Given > 0, let α ⊂⊂ X such thatX

X\α
g ≤ .

Then for β ⊂⊂ X such that α ⊂ β,¯̄̄̄
¯̄X
β

f −
X
β

fn

¯̄̄̄
¯̄ =

¯̄̄̄
¯̄X
β

(f − fn)

¯̄̄̄
¯̄

≤
X
β

|f − fn| =
X
α

|f − fn|+
X
β\α

|f − fn|

≤
X
α

|f − fn|+ 2
X
β\α

g

≤
X
α

|f − fn|+ 2 .
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and hence that ¯̄̄̄
¯̄X
β

f −
X
β

fn

¯̄̄̄
¯̄ ≤X

α

|f − fn|+ 2 .

Since this last equation is true for all such β ⊂⊂ X, we learn that¯̄̄̄
¯X
X

f −
X
X

fn

¯̄̄̄
¯ ≤X

α

|f − fn|+ 2

which then implies that

lim sup
n→∞

¯̄̄̄
¯X
X

f −
X
X

fn

¯̄̄̄
¯ ≤ lim sup

n→∞

X
α

|f − fn|+ 2

= 2 .

Because > 0 is arbitrary we conclude that

lim sup
n→∞

¯̄̄̄
¯X
X

f −
X
X

fn

¯̄̄̄
¯ = 0.

which is the same as Eq. (2.13).

2.5. Iterated sums. Let X and Y be two sets. The proof of the following lemma
is left to the reader.

Lemma 2.20. Suppose that a : X → C is function and F ⊂ X is a subset such
that a(x) = 0 for all x /∈ F. Show that

P
F a exists iff

P
X a exists, and if the sums

exist then X
X

a =
X
F

a.

Theorem 2.21 (Tonelli’s Theorem for Sums). Suppose that a : X × Y → [0,∞],
then X

X×Y
a =

X
X

X
Y

a =
X
Y

X
X

a.

Proof. It suffices to show, by symmetry, thatX
X×Y

a =
X
X

X
Y

a

Let Λ ⊂⊂ X × Y. The for any α ⊂⊂ X and β ⊂⊂ Y such that Λ ⊂ α× β, we haveX
Λ

a ≤
X
α×β

a =
X
α

X
β

a ≤
X
α

X
Y

a ≤
X
X

X
Y

a,

i.e.
P
Λ a ≤

P
X

P
Y a. Taking the sup over Λ in this last equation showsX

X×Y
a ≤

X
X

X
Y

a.

We must now show the opposite inequality. If
P

X×Y a = ∞ we are done so
we now assume that a is summable. By Remark 2.8, there is a countable set
{(x0n, y0n)}∞n=1 ⊂ X × Y off of which a is identically 0.
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Let {yn}∞n=1 be an enumeration of {y0n}∞n=1 , then since a(x, y) = 0 if y /∈
{yn}∞n=1 ,

P
y∈Y a(x, y) =

P∞
n=1 a(x, yn) for all x ∈ X. Hence

X
x∈X

X
y∈Y

a(x, y) =
X
x∈X

∞X
n=1

a(x, yn) =
X
x∈X

lim
N→∞

NX
n=1

a(x, yn)

= lim
N→∞

X
x∈X

NX
n=1

a(x, yn),(2.14)

wherein the last inequality we have used the monotone convergence theorem with
FN (x) :=

PN
n=1 a(x, yn). If α ⊂⊂ X, then

X
x∈α

NX
n=1

a(x, yn) =
X

α×{yn}Nn=1

a ≤
X
X×Y

a

and therefore,

(2.15) lim
N→∞

X
x∈X

NX
n=1

a(x, yn) ≤
X
X×Y

a.

Hence it follows from Eqs. (2.14) and (2.15) that

(2.16)
X
x∈X

X
y∈Y

a(x, y) ≤
X
X×Y

a

as desired.
Alternative proof of Eq. (2.16). Let A = {x0n : n ∈ N} and let {xn}∞n=1 be an

enumeration of A. Then for x /∈ A, a(x, y) = 0 for all y ∈ Y.
Given > 0, let δ : X → [0,∞) be the function such thatPX δ = and δ(x) > 0

for x ∈ A. (For example we may define δ by δ(xn) = /2n for all n and δ(x) = 0 if
x /∈ A.) For each x ∈ X, let βx ⊂⊂ X be a finite set such thatX

y∈Y
a(x, y) ≤

X
y∈βx

a(x, y) + δ(x).

Then X
X

X
Y

a ≤
X
x∈X

X
y∈βx

a(x, y) +
X
x∈X

δ(x)

=
X
x∈X

X
y∈βx

a(x, y) + = sup
α⊂⊂X

X
x∈α

X
y∈βx

a(x, y) +

≤
X
X×Y

a+ ,(2.17)

wherein the last inequality we have usedX
x∈α

X
y∈βx

a(x, y) =
X
Λα

a ≤
X
X×Y

a

with
Λα := {(x, y) ∈ X × Y : x ∈ α and y ∈ βx} ⊂ X × Y.

Since > 0 is arbitrary in Eq. (2.17), the proof is complete.
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Theorem 2.22 (Fubini’s Theorem for Sums). Now suppose that a : X × Y → C
is a summable function, i.e. by Theorem 2.21 any one of the following equivalent
conditions hold:

(1)
P

X×Y |a| <∞,
(2)

P
X

P
Y |a| <∞ or

(3)
P

Y

P
X |a| <∞.

Then X
X×Y

a =
X
X

X
Y

a =
X
Y

X
X

a.

Proof. If a : X → R is real valued the theorem follows by applying Theorem
2.21 to a± — the positive and negative parts of a. The general result holds for
complex valued functions a by applying the real version just proved to the real and
imaginary parts of a.

2.6. p — spaces, Minkowski and Holder Inequalities. In this subsection, let
µ : X → (0,∞] be a given function. Let F denote either C or R. For p ∈ (0,∞)
and f : X → F, let

kfkp ≡ (
X
x∈X

|f(x)|pµ(x))1/p

and for p =∞ let
kfk∞ = sup {|f(x)| : x ∈ X} .

Also, for p > 0, let
p(µ) = {f : X → F : kfkp <∞}.

In the case where µ(x) = 1 for all x ∈ X we will simply write p(X) for p(µ).

Definition 2.23. A norm on a vector space L is a function k·k : L→ [0,∞) such
that

(1) (Homogeneity) kλfk = |λ| kfk for all λ ∈ F and f ∈ L.
(2) (Triangle inequality) kf + gk ≤ kfk+ kgk for all f, g ∈ L.
(3) (Positive definite) kfk = 0 implies f = 0.
A pair (L, k·k) where L is a vector space and k·k is a norm on L is called a

normed vector space.

The rest of this section is devoted to the proof of the following theorem.

Theorem 2.24. For p ∈ [1,∞], ( p(µ), k · kp) is a normed vector space.
Proof. The only difficulty is the proof of the triangle inequality which is the

content of Minkowski’s Inequality proved in Theorem 2.30 below.

2.6.1. Some inequalities.

Proposition 2.25. Let f : [0,∞) → [0,∞) be a continuous strictly increasing
function such that f(0) = 0 (for simplicity) and lim

s→∞ f(s) =∞. Let g = f−1 and
for s, t ≥ 0 let

F (s) =

Z s

0

f(s0)ds0 and G(t) =

Z t

0

g(t0)dt0.

Then for all s, t ≥ 0,
st ≤ F (s) +G(t)

and equality holds iff t = f(s).
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Proof. Let

As := {(σ, τ) : 0 ≤ τ ≤ f(σ) for 0 ≤ σ ≤ s} and
Bt := {(σ, τ) : 0 ≤ σ ≤ g(τ) for 0 ≤ τ ≤ t}

then as one sees from Figure 2, [0, s]× [0, t] ⊂ As ∪Bt. (In the figure: s = 3, t = 1,
A3 is the region under t = f(s) for 0 ≤ s ≤ 3 and B1 is the region to the left of the
curve s = g(t) for 0 ≤ t ≤ 1.) Hence if m denotes the area of a region in the plane,
then

st = m ([0, s]× [0, t]) ≤ m(As) +m(Bt) = F (s) +G(t).

As it stands, this proof is a bit on the intuitive side. However, it will become rig-
orous if one takes m to be Lebesgue measure on the plane which will be introduced
later.
We can also give a calculus proof of this theorem under the additional assumption

that f is C1. (This restricted version of the theorem is all we need in this section.)
To do this fix t ≥ 0 and let

h(s) = st− F (s) =

Z s

0

(t− f(σ))dσ.

If σ > g(t) = f−1(t), then t− f(σ) < 0 and hence if s > g(t), we have

h(s) =

Z s

0

(t− f(σ))dσ =

Z g(t)

0

(t− f(σ))dσ +

Z s

g(t)

(t− f(σ))dσ

≤
Z g(t)

0

(t− f(σ))dσ = h(g(t)).

Combining this with h(0) = 0 we see that h(s) takes its maximum at some point
s ∈ (0, t] and hence at a point where 0 = h0(s) = t− f(s). The only solution to this
equation is s = g(t) and we have thus shown

st− F (s) = h(s) ≤
Z g(t)

0

(t− f(σ))dσ = h(g(t))

with equality when s = g(t). To finish the proof we must show
R g(t)
0

(t− f(σ))dσ =
G(t). This is verified by making the change of variables σ = g(τ) and then inte-
grating by parts as follows:Z g(t)

0

(t− f(σ))dσ =

Z t

0

(t− f(g(τ)))g0(τ)dτ =
Z t

0

(t− τ)g0(τ)dτ

=

Z t

0

g(τ)dτ = G(t).

Definition 2.26. The conjugate exponent q ∈ [1,∞] to p ∈ [1,∞] is q := p
p−1 with

the convention that q = ∞ if p = 1. Notice that q is characterized by any of the
following identities:

(2.18)
1

p
+
1

q
= 1, 1 +

q

p
= q, p− p

q
= 1 and q(p− 1) = p.
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Figure 2. A picture proof of Proposition 2.25.

Lemma 2.27. Let p ∈ (1,∞) and q := p
p−1 ∈ (1,∞) be the conjugate exponent.

Then

st ≤ sq

q
+

tp

p
for all s, t ≥ 0

with equality if and only if sq = tp.

Proof. Let F (s) = sp

p for p > 1. Then f(s) = sp−1 = t and g(t) = t
1

p−1 = tq−1,
wherein we have used q − 1 = p/ (p− 1) − 1 = 1/ (p− 1) . Therefore G(t) = tq/q
and hence by Proposition 2.25,

st ≤ sp

p
+

tq

q

with equality iff t = sp−1.

Theorem 2.28 (Hölder’s inequality). Let p, q ∈ [1,∞] be conjugate exponents. For
all f, g : X → F,

(2.19) kfgk1 ≤ kfkp · kgkq.
If p ∈ (1,∞), then equality holds in Eq. (2.19) iff

(
|f |
kfkp )

p = (
|g|
kgkq )

q.

Proof. The proof of Eq. (2.19) for p ∈ {1,∞} is easy and will be left to
the reader. The cases where kfkq = 0 or ∞ or kgkp = 0 or ∞ are easily dealt
with and are also left to the reader. So we will assume that p ∈ (1,∞) and
0 < kfkq, kgkp <∞. Letting s = |f |/kfkp and t = |g|/kgkq in Lemma 2.27 implies

|fg|
kfkpkgkq ≤

1

p

|f |p
kfkp +

1

q

|g|q
kgkq .

Multiplying this equation by µ and then summing gives

kfgk1
kfkpkgkq ≤

1

p
+
1

q
= 1



14 BRUCE K. DRIVER†

with equality iff

|g|
kgkq =

|f |p−1
kfk(p−1)p

⇐⇒ |g|
kgkq =

|f |p/q
kfkp/qp

⇐⇒ |g|qkfkpp = kgkqq|f |p.

Definition 2.29. For a complex number λ ∈ C, let

sgn(λ) =

½ λ
|λ| if λ 6= 0
0 if λ = 0.

Theorem 2.30 (Minkowski’s Inequality). If 1 ≤ p ≤ ∞ and f, g ∈ p(µ) then

kf + gkp ≤ kfkp + kgkp,
with equality iff

sgn(f) = sgn(g) when p = 1 and

f = cg for some c > 0 when p ∈ (1,∞).
Proof. For p = 1,

kf + gk1 =
X
X

|f + g|µ ≤
X
X

(|f |µ+ |g|µ) =
X
X

|f |µ+
X
X

|g|µ

with equality iff

|f |+ |g| = |f + g| ⇐⇒ sgn(f) = sgn(g).

For p =∞,

kf + gk∞ = sup
X
|f + g| ≤ sup

X
(|f |+ |g|)

≤ sup
X
|f |+ sup

X
|g| = kfk∞ + kgk∞.

Now assume that p ∈ (1,∞). Since
|f + g|p ≤ (2max (|f | , |g|))p = 2pmax (|f |p , |g|p) ≤ 2p (|f |p + |g|p)

it follows that
kf + gkpp ≤ 2p

¡kfkpp + kgkpp¢ <∞.

The theorem is easily verified if kf + gkp = 0, so we may assume kf + gkp > 0.
Now

(2.20) |f + g|p = |f + g||f + g|p−1 ≤ (|f |+ |g|)|f + g|p−1
with equality iff sgn(f) = sgn(g). Multiplying Eq. (2.20) by µ and then summing
and applying Holder’s inequality givesX

X

|f + g|pµ ≤
X
X

|f | |f + g|p−1µ+
X
X

|g| |f + g|p−1µ

≤ (kfkp + kgkp) k |f + g|p−1 kq(2.21)

with equality iff µ |f |
kfkp

¶p
=

µ |f + g|p−1
k|f + g|p−1kq

¶q
=

µ |g|
kgkp

¶p
and sgn(f) = sgn(g).
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By Eq. (2.18), q(p− 1) = p, and hence

(2.22) k|f + g|p−1kqq =
X
X

(|f + g|p−1)qµ =
X
X

|f + g|pµ.

Combining Eqs. (2.21) and (2.22) implies

(2.23) kf + gkpp ≤ kfkpkf + gkp/qp + kgkpkf + gkp/qp

with equality iff

sgn(f) = sgn(g) andµ |f |
kfkp

¶p
=
|f + g|p
kf + gkpp =

µ |g|
kgkp

¶p
.(2.24)

Solving for kf + gkp in Eq. (2.23) with the aid of Eq. (2.18) shows that kf + gkp ≤
kfkp+ kgkp with equality iff Eq. (2.24) holds which happens iff f = cg with c > 0.

2.7. Exercises .

2.7.1. Set Theory. Let f : X → Y be a function and {Ai}i∈I be an indexed family
of subsets of Y, verify the following assertions.

Exercise 2.1. (∩i∈IAi)
c = ∪i∈IAc

i .

Exercise 2.2. Suppose that B ⊂ Y, show that B \ (∪i∈IAi) = ∩i∈I(B \Ai).

Exercise 2.3. f−1(∪i∈IAi) = ∪i∈If−1(Ai).

Exercise 2.4. f−1(∩i∈IAi) = ∩i∈If−1(Ai).

Exercise 2.5. Find a counter example which shows that f(C ∩D) = f(C)∩ f(D)
need not hold.

Exercise 2.6. Now suppose for each n ∈ N ≡ {1, 2, . . .} that fn : X → R is a
function. Let

D ≡ {x ∈ X : lim
n→∞ fn(x) = +∞}

show that

(2.25) D = ∩∞M=1 ∪∞N=1 ∩n≥N{x ∈ X : fn(x) ≥M}.
Exercise 2.7. Let fn : X → R be as in the last problem. Let

C ≡ {x ∈ X : lim
n→∞ fn(x) exists in R}.

Find an expression for C similar to the expression for D in (2.25). (Hint: use the
Cauchy criteria for convergence.)

2.7.2. Limit Problems.

Exercise 2.8. Prove Lemma 2.15.

Exercise 2.9. Prove Lemma 2.20.

Let {an}∞n=1 and {bn}∞n=1 be two sequences of real numbers.
Exercise 2.10. Show lim infn→∞(−an) = − lim supn→∞ an.

Exercise 2.11. Suppose that lim supn→∞ an = M ∈ R̄, show that there is a
subsequence {ank}∞k=1 of {an}∞n=1 such that limk→∞ ank =M.
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Exercise 2.12. Show that

(2.26) lim sup
n→∞

(an + bn) ≤ lim sup
n→∞

an + lim sup
n→∞

bn

provided that the right side of Eq. (2.26) is well defined, i.e. no∞−∞ or −∞+∞
type expressions. (It is OK to have ∞+∞ =∞ or −∞−∞ = −∞, etc.)

Exercise 2.13. Suppose that an ≥ 0 and bn ≥ 0 for all n ∈ N. Show
(2.27) lim sup

n→∞
(anbn) ≤ lim sup

n→∞
an · lim sup

n→∞
bn,

provided the right hand side of (2.27) is not of the form 0 ·∞ or ∞ · 0.
2.7.3. Dominated Convergence Theorem Problems.

Notation 2.31. For u0 ∈ Rn and δ > 0, let Bu0(δ) := {x ∈ Rn : |x− u0| < δ} be
the ball in Rn centered at u0 with radius δ.

Exercise 2.14. Suppose U ⊂ Rn is a set and u0 ∈ U is a point such that
U ∩ (Bu0(δ) \ {u0}) 6= ∅ for all δ > 0. Let G : U \ {u0} → C be a function on
U \ {u0}. Show that limu→u0 G(u) exists and is equal to λ ∈ C,1 iff for all se-
quences {un}∞n=1 ⊂ U \ {u0} which converge to u0 (i.e. limn→∞ un = u0) we have
limn→∞G(un) = λ.

Exercise 2.15. Suppose that Y is a set, U ⊂ Rn is a set, and f : U × Y → C is a
function satisfying:

(1) For each y ∈ Y, the function u ∈ U → f(u, y) is continuous on U.2

(2) There is a summable function g : Y → [0,∞) such that
|f(u, y)| ≤ g(y) for all y ∈ Y and u ∈ U.

Show that

(2.28) F (u) :=
X
y∈Y

f(u, y)

is a continuous function for u ∈ U.

Exercise 2.16. Suppose that Y is a set, J = (a, b) ⊂ R is an interval, and f :
J × Y → C is a function satisfying:

(1) For each y ∈ Y, the function u→ f(u, y) is differentiable on J,
(2) There is a summable function g : Y → [0,∞) such that¯̄̄̄

∂

∂u
f(u, y)

¯̄̄̄
≤ g(y) for all y ∈ Y.

(3) There is a u0 ∈ J such that
P

y∈Y |f(u0, y)| <∞.

Show:

a) for all u ∈ J that
P

y∈Y |f(u, y)| <∞.

1More explicitly, limu→u0 G(u) = λ means for every every > 0 there exists a δ > 0 such that

|G(u)− λ| < whenerver u ∈ U ∩ (Bu0(δ) \ {u0}) .

2To say g := f(·, y) is continuous on U means that g : U → C is continuous relative to the
metric on Rn restricted to U.
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b) Let F (u) :=
P

y∈Y f(u, y), show F is differentiable on J and that

Ḟ (u) =
X
y∈Y

∂

∂u
f(u, y).

(Hint: Use the mean value theorem.)

Exercise 2.17 (Differentiation of Power Series). Suppose R > 0 and {an}∞n=0 is
a sequence of complex numbers such that

P∞
n=0 |an| rn < ∞ for all r ∈ (0, R).

Show, using Exercise 2.16, f(x) :=
P∞

n=0 anx
n is continuously differentiable for

x ∈ (−R,R) and
f 0(x) =

∞X
n=0

nanx
n−1 =

∞X
n=1

nanx
n−1.

Exercise 2.18. Let {an}∞n=−∞ be a summable sequence of complex numbers, i.e.P∞
n=−∞ |an| <∞. For t ≥ 0 and x ∈ R, define

F (t, x) =
∞X

n=−∞
ane
−tn2einx,

where as usual eix = cos(x) + i sin(x). Prove the following facts about F :
(1) F (t, x) is continuous for (t, x) ∈ [0,∞)×R.Hint: Let Y = Z and u = (t, x)

and use Exercise 2.15.
(2) ∂F (t, x)/∂t, ∂F (t, x)/∂x and ∂2F (t, x)/∂x2 exist for t > 0 and x ∈ R.

Hint: Let Y = Z and u = t for computing ∂F (t, x)/∂t and u = x for
computing ∂F (t, x)/∂x and ∂2F (t, x)/∂x2. See Exercise 2.16.

(3) F satisfies the heat equation, namely

∂F (t, x)/∂t = ∂2F (t, x)/∂x2 for t > 0 and x ∈ R.
2.7.4. Inequalities.

Exercise 2.19. Generalize Proposition 2.25 as follows. Let a ∈ [−∞, 0] and f : R∩
[a,∞)→ [0,∞) be a continuous strictly increasing function such that lim

s→∞ f(s) =

∞, f(a) = 0 if a > −∞ or lims→−∞ f(s) = 0 if a = −∞. Also let g = f−1,
b = f(0) ≥ 0,

F (s) =

Z s

0

f(s0)ds0 and G(t) =

Z t

0

g(t0)dt0.

Then for all s, t ≥ 0,
st ≤ F (s) +G(t ∨ b) ≤ F (s) +G(t)

and equality holds iff t = f(s). In particular, taking f(s) = es, prove Young’s
inequality stating

st ≤ es + (t ∨ 1) ln (t ∨ 1)− (t ∨ 1) ≤ es + t ln t− t.

Hint: Refer to the following pictures.
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Figure 3. Comparing areas when t ≥ b goes the same way as in
the text.
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Figure 4. When t ≤ b, notice that g(t) ≤ 0 but G(t) ≥ 0. Also
notice that G(t) is no longer needed to estimate st.

3. Metric, Banach and Topological Spaces

3.1. Basic metric space notions.

Definition 3.1. A function d : X ×X → [0,∞) is called a metric if
(1) (Symmetry) d(x, y) = d(y, x) for all x, y ∈ X
(2) (Non-degenerate) d(x, y) = 0 if and only if x = y ∈ X
(3) (Triangle inequality) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

As primary examples, any normed space (X, k·k) is a metric space with d(x, y) :=
kx− yk . Thus the space p(µ) is a metric space for all p ∈ [1,∞]. Also any subset
of a metric space is a metric space. For example a surface Σ in R3 is a metric space
with the distance between two points on Σ being the usual distance in R3.

Definition 3.2. Let (X, d) be a metric space. The open ball B(x, δ) ⊂ X centered
at x ∈ X with radius δ > 0 is the set

B(x, δ) := {y ∈ X : d(x, y) < δ}.
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We will often also write B(x, δ) as Bx(δ). We also define the closed ball centered
at x ∈ X with radius δ > 0 as the set Cx(δ) := {y ∈ X : d(x, y) ≤ δ}.
Definition 3.3. A sequence {xn}∞n=1 in a metric space (X, d) is said to be conver-
gent if there exists a point x ∈ X such that limn→∞ d(x, xn) = 0. In this case we
write limn→∞ xn = x of xn → x as n→∞.

Exercise 3.1. Show that x in Definition 3.3 is necessarily unique.

Definition 3.4. A set F ⊂ X is closed iff every convergent sequence {xn}∞n=1
which is contained in F has its limit back in F. A set V ⊂ X is open iff V c is
closed. We will write F @ X to indicate the F is a closed subset of X and V ⊂o X
to indicate the V is an open subset of X. We also let τd denote the collection of
open subsets of X relative to the metric d.

Exercise 3.2. Let F be a collection of closed subsets of X, show ∩F := ∩F∈FF
is closed. Also show that finite unions of closed sets are closed, i.e. if {Fk}nk=1 are
closed sets then ∪nk=1Fk is closed. (By taking complements, this shows that the
collection of open sets, τd, is closed under finite intersections and arbitrary unions.)

The following “continuity” facts of the metric d will be used frequently in the
remainder of this book.

Lemma 3.5. For any non empty subset A ⊂ X, let dA(x) ≡ inf{d(x, a)|a ∈ A},
then

(3.1) |dA(x)− dA(y)| ≤ d(x, y) ∀x, y ∈ X.

Moreover the set F ≡ {x ∈ X|dA(x) ≥ } is closed in X.

Proof. Let a ∈ A and x, y ∈ X, then

d(x, a) ≤ d(x, y) + d(y, a).

Take the inf over a in the above equation shows that

dA(x) ≤ d(x, y) + dA(y) ∀x, y ∈ X.

Therefore, dA(x)− dA(y) ≤ d(x, y) and by interchanging x and y we also have that
dA(y)− dA(x) ≤ d(x, y) which implies Eq. (3.1). Now suppose that {xn}∞n=1 ⊂ F
is a convergent sequence and x = limn→∞ xn ∈ X. By Eq. (3.1),

− dA(x) ≤ dA(xn)− dA(x) ≤ d(x, xn)→ 0 as n→∞,

so that ≤ dA(x). This shows that x ∈ F and hence F is closed.

Corollary 3.6. The function d satisfies,

|d(x, y)− d(x0, y0)| ≤ d(y, y0) + d(x, x0)

and in particular d : X ×X → [0,∞) is continuous.
Proof. By Lemma 3.5 for single point sets and the triangle inequality for the

absolute value of real numbers,

|d(x, y)− d(x0, y0)| ≤ |d(x, y)− d(x, y0)|+ |d(x, y0)− d(x0, y0)|
≤ d(y, y0) + d(x, x0).
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Exercise 3.3. Show that V ⊂ X is open iff for every x ∈ V there is a δ > 0 such
that Bx(δ) ⊂ V. In particular show Bx(δ) is open for all x ∈ X and δ > 0.

Lemma 3.7. Let A be a closed subset of X and F @ X be as defined as in Lemma
3.5. Then F ↑ Ac as ↓ 0.
Proof. It is clear that dA(x) = 0 for x ∈ A so that F ⊂ Ac for each > 0 and

hence ∪ >0F ⊂ Ac. Now suppose that x ∈ Ac ⊂o X. By Exercise 3.3 there exists
an > 0 such that Bx( ) ⊂ Ac, i.e. d(x, y) ≥ for all y ∈ A. Hence x ∈ F and we
have shown that Ac ⊂ ∪ >0F . Finally it is clear that F ⊂ F 0 whenever 0 ≤ .

Definition 3.8. Given a set A contained a metric space X, let Ā ⊂ X be the
closure of A defined by

Ā := {x ∈ X : ∃ {xn} ⊂ A 3 x = lim
n→∞xn}.

That is to say Ā contains all limit points of A.

Exercise 3.4. Given A ⊂ X, show Ā is a closed set and in fact

(3.2) Ā = ∩{F : A ⊂ F ⊂ X with F closed}.
That is to say Ā is the smallest closed set containing A.

3.2. Continuity. Suppose that (X, d) and (Y, ρ) are two metric spaces and f :
X → Y is a function.

Definition 3.9. A function f : X → Y is continuous at x ∈ X if for all > 0 there
is a δ > 0 such that

d(f(x), f(x0)) < provided that ρ(x, x0) < δ.

The function f is said to be continuous if f is continuous at all points x ∈ X.

The following lemma gives three other ways to characterize continuous functions.

Lemma 3.10 (Continuity Lemma). Suppose that (X,ρ) and (Y, d) are two metric
spaces and f : X → Y is a function. Then the following are equivalent:

(1) f is continuous.
(2) f−1(V ) ∈ τρ for all V ∈ τd, i.e. f−1(V ) is open in X if V is open in Y.
(3) f−1(C) is closed in X if C is closed in Y.
(4) For all convergent sequences {xn} ⊂ X, {f(xn)} is convergent in Y and

lim
n→∞ f(xn) = f

³
lim
n→∞xn

´
.

Proof. 1. ⇒ 2. For all x ∈ X and > 0 there exists δ > 0 such that
d(f(x), f(x0)) < if ρ(x, x0) < δ. i.e.

Bx(δ) ⊂ f−1(Bf(x)( ))

So if V ⊂o Y and x ∈ f−1(V ) we may choose > 0 such that Bf(x)( ) ⊂ V then

Bx(δ) ⊂ f−1(Bf(x)( )) ⊂ f−1(V )

showing that f−1(V ) is open.
2. ⇒ 1. Let > 0 and x ∈ X, then, since f−1(Bf(x)( )) ⊂o X, there exists δ > 0

such that Bx(δ) ⊂ f−1(Bf(x)( )) i.e. if ρ(x, x0) < δ then d(f(x0), f(x)) < .
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2. ⇐⇒ 3. If C is closed in Y, then Cc ⊂o Y and hence f−1(Cc) ⊂o X. Since
f−1(Cc) =

¡
f−1(C)

¢c
, this shows that f−1(C) is the complement of an open set

and hence closed. Similarly one shows that 3. ⇒ 2.
1. ⇒ 4. If f is continuous and xn → x in X, let > 0 and choose δ > 0

such that d(f(x), f(x0)) < when ρ(x, x0) < δ. There exists an N > 0 such that
ρ(x, xn) < δ for all n ≥ N and therefore d(f(x), f(xn)) < for all n ≥ N. That is
to say limn→∞ f(xn) = f(x) as n→∞.
4. ⇒ 1. We will show that not 1. ⇒ not 4. Not 1 implies there exists > 0,

a point x ∈ X and a sequence {xn}∞n=1 ⊂ X such that d(f(x), f(xn)) ≥ while
ρ(x, xn) <

1
n . Clearly this sequence {xn} violates 4.

There is of course a local version of this lemma. To state this lemma, we will
use the following terminology.

Definition 3.11. Let X be metric space and x ∈ X. A subset A ⊂ X is a neigh-
borhood of x if there exists an open set V ⊂o X such that x ∈ V ⊂ A. We will
say that A ⊂ X is an open neighborhood of x if A is open and x ∈ A.

Lemma 3.12 (Local Continuity Lemma). Suppose that (X, ρ) and (Y, d) are two
metric spaces and f : X → Y is a function. Then following are equivalent:

(1) f is continuous as x ∈ X.
(2) For all neighborhoods A ⊂ Y of f(x), f−1(A) is a neighborhood of x ∈ X.
(3) For all sequences {xn} ⊂ X such that x = limn→∞ xn, {f(xn)} is conver-

gent in Y and

lim
n→∞ f(xn) = f

³
lim
n→∞xn

´
.

The proof of this lemma is similar to Lemma 3.10 and so will be omitted.

Example 3.13. The function dA defined in Lemma 3.5 is continuous for each
A ⊂ X. In particular, if A = {x} , it follows that y ∈ X → d(y, x) is continuous for
each x ∈ X.

Exercise 3.5. Show the closed ball Cx(δ) := {y ∈ X : d(x, y) ≤ δ} is a closed
subset of X.

3.3. Basic Topological Notions. Using the metric space results above as moti-
vation we will axiomatize the notion of being an open set to more general settings.

Definition 3.14. A collection of subsets τ of X is a topology if
(1) ∅,X ∈ τ
(2) τ is closed under arbitrary unions, i.e. if Vα ∈ τ, for α ∈ I then

S
α∈I

Vα ∈ τ .

(3) τ is closed under finite intersections, i.e. if V1, . . . , Vn ∈ τ then V1∩· · ·∩Vn ∈
τ.

A pair (X, τ) where τ is a topology on X will be called a topological space.

Notation 3.15. The subsets V ⊂ X which are in τ are called open sets and we
will abbreviate this by writing V ⊂o X and the those sets F ⊂ X such that F c ∈ τ
are called closed sets. We will write F @ X if F is a closed subset of X.

Example 3.16. (1) Let (X, d) be a metric space, we write τd for the collection
of d — open sets inX.We have already seen that τd is a topology, see Exercise
3.2.
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(2) Let X be any set, then τ= P(X) is a topology. In this topology all subsets
ofX are both open and closed. At the opposite extreme we have the trivial
topology, τ = {∅, X} . In this topology only the empty set and X are open
(closed).

(3) Let X = {1, 2, 3}, then τ = {∅, X, {2, 3}} is a topology on X which does
not come from a metric.

(4) Again let X = {1, 2, 3}. Then τ = {{1}, {2, 3}, ∅,X}. is a topology, and the
sets X, {1}, {2, 3}, φ are open and closed. The sets {1, 2} and {1, 3} are
neither open nor closed.

1

2
3

Figure 5. A topology.

Definition 3.17. Let (X, τ) be a topological space, A ⊂ X and iA : A → X be
the inclusion map, i.e. iA(a) = a for all a ∈ A. Define

τA = i−1A (τ) = {A ∩ V : V ∈ τ} ,
the so called relative topology on A.

Notice that the closed sets in Y relative to τY are precisely those sets of the form
C ∩ Y where C is close in X. Indeed, B ⊂ Y is closed iff Y \ B = Y ∩ V for some
V ∈ τ which is equivalent to B = Y \ (Y ∩ V ) = Y ∩ V c for some V ∈ τ.

Exercise 3.6. Show the relative topology is a topology on A. Also show if (X, d) is
a metric space and τ = τd is the topology coming from d, then (τd)A is the topology
induced by making A into a metric space using the metric d|A×A.
Notation 3.18 (Neighborhoods of x). An open neighborhood of a point x ∈ X
is an open set V ⊂ X such that x ∈ V. Let τx = {V ∈ τ : x ∈ V } denote the
collection of open neighborhoods of x. A collection η ⊂ τx is called a neighborhood
base at x ∈ X if for all V ∈ τx there exists W ∈ η such that W ⊂ V .

The notation τx should not be confused with

τ{x} := i−1{x}(τ) = {{x} ∩ V : V ∈ τ} = {∅, {x}} .
When (X, d) is a metric space, a typical example of a neighborhood base for x is
η = {Bx( ) : ∈ D} where D is any dense subset of (0, 1].
Definition 3.19. Let (X, τ) be a topological space and A be a subset of X.
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(1) The closure of A is the smallest closed set Ā containing A, i.e.

Ā := ∩ {F : A ⊂ F @ X} .
(Because of Exercise 3.4 this is consistent with Definition 3.8 for the closure
of a set in a metric space.)

(2) The interior of A is the largest open set Ao contained in A, i.e.

Ao = ∪ {V ∈ τ : V ⊂ A} .
(3) The accumulation points of A is the set

acc(A) = {x ∈ X : V ∩A \ {x} 6= ∅ for all V ∈ τx}.
(4) The boundary of A is the set ∂A := Ā \Ao.
(5) A is a neighborhood of a point x ∈ X if x ∈ Ao. This is equivalent to

requiring there to be an open neighborhood of V of x ∈ X such that V ⊂ A.

Remark 3.20. The relationships between the interior and the closure of a set are:

(Ao)c =
\
{V c : V ∈ τ and V ⊂ A} =

\
{C : C is closed C ⊃ Ac} = Ac

and similarly, (Ā)c = (Ac)o. Hence the boundary of A may be written as

(3.3) ∂A ≡ Ā \Ao = Ā ∩ (Ao)c = Ā ∩Ac,

which is to say ∂A consists of the points in both the closure of A and Ac.

Proposition 3.21. Let A ⊂ X and x ∈ X.

(1) If V ⊂o X and A ∩ V = ∅ then Ā ∩ V = ∅.
(2) x ∈ Ā iff V ∩A 6= ∅ for all V ∈ τx.
(3) x ∈ ∂A iff V ∩A 6= ∅ and V ∩Ac 6= ∅ for all V ∈ τx.
(4) Ā = A ∪ acc(A).
Proof. 1. Since A ∩ V = ∅, A ⊂ V c and since V c is closed, Ā ⊂ V c. That is to

say Ā ∩ V = ∅.
2. By Remark 3.203, Ā = ((Ac)o)c so x ∈ Ā iff x /∈ (Ac)o which happens iff

V * Ac for all V ∈ τx, i.e. iff V ∩A 6= ∅ for all V ∈ τx.
3. This assertion easily follows from the Item 2. and Eq. (3.3).
4. Item 4. is an easy consequence of the definition of acc(A) and item 2.

Lemma 3.22. Let A ⊂ Y ⊂ X, ĀY denote the closure of A in Y with its relative
topology and Ā = ĀX be the closure of A in X, then ĀY = ĀX ∩ Y.
Proof. Using the comments after Definition 3.17,

ĀY = ∩ {B @ Y : A ⊂ B} = ∩ {C ∩ Y : A ⊂ C @ X}
= Y ∩ (∩ {C : A ⊂ C @ X}) = Y ∩ ĀX .

Alternative proof. Let x ∈ Y then x ∈ ĀY iff for all V ∈ τYx , V ∩A 6= ∅. This
happens iff for all U ∈ τXx , U ∩Y ∩A = U ∩A 6= ∅ which happens iff x ∈ ĀX . That
is to say ĀY = ĀX ∩ Y.

3Here is another direct proof of item 2. which goes by showing x /∈ Ā iff there exists V ∈ τx
such that V ∩ A = ∅. If x /∈ Ā then V = Ac ∈ τx and V ∩ A ⊂ V ∩ Ā = ∅. Conversely if there
exists V ∈ τx such that V ∩A = ∅ then by Item 1. Ā ∩ V = ∅.
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Definition 3.23. Let (X, τ) be a topological space and A ⊂ X. We say a subset
U ⊂ τ is an open cover of A if A ⊂ ∪U . The set A is said to be compact if every
open cover of A has finite a sub-cover, i.e. if U is an open cover of A there exists
U0 ⊂⊂ U such that U0 is a cover of A. (We will write A @@ X to denote that
A ⊂ X and A is compact.) A subset A ⊂ X is precompact if Ā is compact.

Proposition 3.24. Suppose that K ⊂ X is a compact set and F ⊂ K is a closed
subset. Then F is compact. If {Ki}ni=1 is a finite collections of compact subsets of
X then K = ∪ni=1Ki is also a compact subset of X.

Proof. Let U ⊂ τ is an open cover of F, then U∪ {F c} is an open cover of K.
The cover U∪ {F c} of K has a finite subcover which we denote by U0∪ {F c} where
U0 ⊂⊂ U . Since F ∩ F c = ∅, it follows that U0 is the desired subcover of F.
For the second assertion suppose U ⊂ τ is an open cover of K. Then U covers

each compact set Ki and therefore there exists a finite subset Ui ⊂⊂ U for each i
such that Ki ⊂ ∪Ui. Then U0 := ∪ni=1Ui is a finite cover of K.

Definition 3.25. We say a collection F of closed subsets of a topological space
(X, τ) has the finite intersection property if ∩F0 6= ∅ for all F0 ⊂⊂ F .
The notion of compactness may be expressed in terms of closed sets as follows.

Proposition 3.26. A topological space X is compact iff every family of closed sets
F ⊂ P(X) with the finite intersection property satisfies TF 6= ∅.
Proof. (⇒) Suppose that X is compact and F ⊂ P(X) is a collection of closed

sets such that
TF = ∅. Let

U = Fc := {Cc : C ∈ F} ⊂ τ,

then U is a cover of X and hence has a finite subcover, U0. Let F0 = Uc0 ⊂⊂ F ,
then ∩F0 = ∅ so that F does not have the finite intersection property.
(⇐) If X is not compact, there exists an open cover U of X with no finite sub-

cover. Let F = Uc, then F is a collection of closed sets with the finite intersection
property while

TF = ∅.
Exercise 3.7. Let (X, τ) be a topological space. Show that A ⊂ X is compact iff
(A, τA) is a compact topological space.

Definition 3.27. Let (X, τ) be a topological space. A sequence {xn}∞n=1 ⊂ X
converges to a point x ∈ X if for all V ∈ τx, xn ∈ V almost always (abbreviated
a.a.), i.e. #({n : xn /∈ V }) <∞.We will write xn → x as n→∞ or limn→∞ xn = x
when xn converges to x.

Example 3.28. Let Y = {1, 2, 3} and τ = {Y, ∅, {1, 2}, {2, 3}, {2}} and yn = 2 for
all n. Then yn → y for every y ∈ Y. So limits need not be unique!

Definition 3.29. Let (X, τX) and (Y, τY ) be topological spaces. A function f :
X → Y is continuous if f−1(τY ) ⊂ τX . We will also say that f is τX/τY —
continuous or (τX , τY ) — continuous. We also say that f is continuous at a point
x ∈ X if for every open neighborhood V of f(x) there is an open neighborhood U
of x such that U ⊂ f−1(V ). See Figure 6.

Definition 3.30. A map f : X → Y between topological spaces is called a home-
omorphism provided that f is bijective, f is continuous and f−1 : Y → X is
continuous. If there exists f : X → Y which is a homeomorphism, we say that
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Figure 6. Checking that a function is continuous at x ∈ X.

X and Y are homeomorphic. (As topological spaces X and Y are essentially the
same.)

Exercise 3.8. Show f : X → Y is continuous iff f is continuous at all points
x ∈ X.

Exercise 3.9. Show f : X → Y is continuous iff f−1(C) is closed in X for all
closed subsets C of Y.

Exercise 3.10. Suppose f : X → Y is continuous and K ⊂ X is compact, then
f(K) is a compact subset of Y.

Exercise 3.11 (Dini’s Theorem). Let X be a compact topological space and fn :
X → [0,∞) be a sequence of continuous functions such that fn(x) ↓ 0 as n → ∞
for each x ∈ X. Show that in fact fn ↓ 0 uniformly in x, i.e. supx∈X fn(x) ↓ 0 as
n→∞. Hint: Given > 0, consider the open sets Vn := {x ∈ X : fn(x) < }.
Definition 3.31 (First Countable). A topological space, (X, τ), is first countable
iff every point x ∈ X has a countable neighborhood base. (All metric space are
first countable.)

When τ is first countable, we may formulate many topological notions in terms
of sequences.

Proposition 3.32. If f : X → Y is continuous at x ∈ X and limn→∞ xn = x ∈ X,
then limn→∞ f(xn) = f(x) ∈ Y. Moreover, if there exists a countable neighborhood
base η of x ∈ X, then f is continuous at x iff lim

n→∞ f(xn) = f(x) for all sequences

{xn}∞n=1 ⊂ X such that xn → x as n→∞.

Proof. If f : X → Y is continuous and W ∈ τY is a neighborhood of f(x) ∈ Y,
then there exists a neighborhood V of x ∈ X such that f(V ) ⊂ W. Since xn → x,
xn ∈ V a.a. and therefore f(xn) ∈ f(V ) ⊂W a.a., i.e. f(xn)→ f(x) as n→∞.
Conversely suppose that η ≡ {Wn}∞n=1 is a countable neighborhood base at x and

lim
n→∞ f(xn) = f(x) for all sequences {xn}∞n=1 ⊂ X such that xn → x. By replacing

Wn by W1 ∩ · · · ∩Wn if necessary, we may assume that {Wn}∞n=1 is a decreasing
sequence of sets. If f were not continuous at x then there exists V ∈ τf(x) such
that x /∈ f−1(V )0. Therefore, Wn is not a subset of f−1(V ) for all n. Hence for
each n, we may choose xn ∈ Wn \ f−1(V ). This sequence then has the property
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that xn → x as n→∞ while f(xn) /∈ V for all n and hence limn→∞ f(xn) 6= f(x).

Lemma 3.33. Suppose there exists {xn}∞n=1 ⊂ A such that xn → x, then x ∈ Ā.
Conversely if (X, τ) is a first countable space (like a metric space) then if x ∈ Ā
there exists {xn}∞n=1 ⊂ A such that xn → x.

Proof. Suppose {xn}∞n=1 ⊂ A and xn → x ∈ X. Since Āc is an open set, if
x ∈ Āc then xn ∈ Āc ⊂ Ac a.a. contradicting the assumption that {xn}∞n=1 ⊂ A.
Hence x ∈ Ā.
For the converse we now assume that (X, τ) is first countable and that {Vn}∞n=1 is

a countable neighborhood base at x such that V1 ⊃ V2 ⊃ V3 ⊃ . . . . By Proposition
3.21, x ∈ Ā iff V ∩A 6= ∅ for all V ∈ τx. Hence x ∈ Ā implies there exists xn ∈ Vn∩A
for all n. It is now easily seen that xn → x as n→∞.

Definition 3.34 (Support). Let f : X → Y be a function from a topological space
(X, τX) to a vector space Y. Then we define the support of f by

supp(f) := {x ∈ X : f(x) 6= 0},
a closed subset of X.

Example 3.35. For example, let f(x) = sin(x)1[0,4π](x) ∈ R, then
{f 6= 0} = (0, 4π) \ {π, 2π, 3π}

and therefore supp(f) = [0, 4π].

Notation 3.36. If X and Y are two topological spaces, let C(X,Y ) denote the
continuous functions from X to Y. If Y is a Banach space, let

BC(X,Y ) := {f ∈ C(X,Y ) : sup
x∈X

kf(x)kY <∞}

and
Cc(X,Y ) := {f ∈ C(X,Y ) : supp(f) is compact}.

If Y = R or C we will simply write C(X), BC(X) and Cc(X) for C(X,Y ),
BC(X,Y ) and Cc(X,Y ) respectively.

The next result is included for completeness but will not be used in the sequel
so may be omitted.

Lemma 3.37. Suppose that f : X → Y is a map between topological spaces. Then
the following are equivalent:

(1) f is continuous.
(2) f(Ā) ⊂ f(A) for all A ⊂ X

(3) f−1(B) ⊂ f−1(B̄) for all B @ X.

Proof. If f is continuous, then f−1
³
f(A)

´
is closed and since A ⊂ f−1 (f(A)) ⊂

f−1
³
f(A)

´
it follows that Ā ⊂ f−1

³
f(A)

´
. From this equation we learn that

f(Ā) ⊂ f(A) so that (1) implies (2) Now assume (2), then for B ⊂ Y (taking
A = f−1(B̄)) we have

f(f−1(B)) ⊂ f(f−1(B̄)) ⊂ f(f−1(B̄)) ⊂ B̄
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and therefore

(3.4) f−1(B) ⊂ f−1(B̄).

This shows that (2) implies (3) Finally if Eq. (3.4) holds for all B, then when B is
closed this shows that

f−1(B) ⊂ f−1(B̄) = f−1(B) ⊂ f−1(B)

which shows that
f−1(B) = f−1(B).

Therefore f−1(B) is closed whenever B is closed which implies that f is continuous.

3.4. Completeness.

Definition 3.38 (Cauchy sequences). A sequence {xn}∞n=1 in a metric space (X, d)
is Cauchy provided that

lim
m,n→∞ d(xn, xm) = 0.

Exercise 3.12. Show that convergent sequences are always Cauchy sequences. The
converse is not always true. For example, let X = Q be the set of rational numbers
and d(x, y) = |x− y|. Choose a sequence {xn}∞n=1 ⊂ Q which converges to

√
2 ∈ R,

then {xn}∞n=1 is (Q, d) — Cauchy but not (Q, d) — convergent. The sequence does
converge in R however.
Definition 3.39. A metric space (X,d) is complete if all Cauchy sequences are
convergent sequences.

Exercise 3.13. Let (X, d) be a complete metric space. Let A ⊂ X be a subset of
X viewed as a metric space using d|A×A. Show that (A, d|A×A) is complete iff A is
a closed subset of X.

Definition 3.40. If (X, k·k) is a normed vector space, then we say {xn}∞n=1 ⊂ X
is a Cauchy sequence if limm,n→∞ kxm − xnk = 0. The normed vector space is a
Banach space if it is complete, i.e. if every {xn}∞n=1 ⊂ X which is Cauchy is
convergent where {xn}∞n=1 ⊂ X is convergent iff there exists x ∈ X such that
limn→∞ kxn − xk = 0. As usual we will abbreviate this last statement by writing
limn→∞ xn = x.

Lemma 3.41. Suppose that X is a set then the bounded functions ∞(X) on X is
a Banach space with the norm

kfk = kfk∞ = sup
x∈X

|f(x)| .

Moreover if X is a topological space the set BC(X) ⊂ ∞(X) = B(X) is closed
subspace of ∞(X) and hence is also a Banach space.

Proof. Let {fn}∞n=1 ⊂ ∞(X) be a Cauchy sequence. Since for any x ∈ X, we
have

(3.5) |fn(x)− fm(x)| ≤ kfn − fmk∞
which shows that {fn(x)}∞n=1 ⊂ F is a Cauchy sequence of numbers. Because F
(F = R or C) is complete, f(x) := limn→∞ fn(x) exists for all x ∈ X. Passing to
the limit n→∞ in Eq. (3.5) implies

|f(x)− fm(x)| ≤ lim sup
n→∞

kfn − fmk∞
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and taking the supremum over x ∈ X of this inequality implies

kf − fmk∞ ≤ lim sup
n→∞

kfn − fmk∞ → 0 as m→∞

showing fm → f in ∞(X).
For the second assertion, suppose that {fn}∞n=1 ⊂ BC(X) ⊂ ∞(X) and fn →

f ∈ ∞(X). We must show that f ∈ BC(X), i.e. that f is continuous. To this end
let x, y ∈ X, then

|f(x)− f(y)| ≤ |f(x)− fn(x)|+ |fn(x)− fn(y)|+ |fn(y)− f(y)|
≤ 2 kf − fnk∞ + |fn(x)− fn(y)| .

Thus if > 0, we may choose n large so that 2 kf − fnk∞ < /2 and then for this
n there exists an open neighborhood Vx of x ∈ X such that |fn(x)− fn(y)| < /2
for y ∈ Vx. Thus |f(x)− f(y)| < for y ∈ Vx showing the limiting function f is
continuous.

Remark 3.42. Let X be a set, Y be a Banach space and ∞(X,Y ) denote
the bounded functions f : X → Y equipped with the norm kfk = kfk∞ =
supx∈X kf(x)kY . If X is a topological space, let BC(X,Y ) denote those f ∈
∞(X,Y ) which are continuous. The same proof used in Lemma 3.41 shows that
∞(X,Y ) is a Banach space and that BC(X,Y ) is a closed subspace of ∞(X,Y ).

Theorem 3.43 (Completeness of p(µ)). Let X be a set and µ : X → (0,∞] be a
given function. Then for any p ∈ [1,∞], ( p(µ), k·kp) is a Banach space.
Proof. We have already proved this for p =∞ in Lemma 3.41 so we now assume

that p ∈ [1,∞). Let {fn}∞n=1 ⊂ p(µ) be a Cauchy sequence. Since for any x ∈ X,

|fn(x)− fm(x)| ≤ 1

µ(x)
kfn − fmkp → 0 as m,n→∞

it follows that {fn(x)}∞n=1 is a Cauchy sequence of numbers and f(x) :=
limn→∞ fn(x) exists for all x ∈ X. By Fatou’s Lemma,

kfn − fkpp =
X
X

µ · lim
m→∞ inf |fn − fm|p ≤ lim

m→∞ inf
X
X

µ · |fn − fm|p

= lim
m→∞ inf kfn − fmkpp → 0 as n→∞.

This then shows that f = (f−fn)+fn ∈ p(µ) (being the sum of two p — functions)

and that fn
p−→ f.

Example 3.44. Here are a couple of examples of complete metric spaces.
(1) X = R and d(x, y) = |x− y|.
(2) X = Rn and d(x, y) = kx− yk2 =

Pn
i=1(xi − yi)

2.
(3) X = p(µ) for p ∈ [1,∞] and any weight function µ.
(4) X = C([0, 1],R) — the space of continuous functions from [0, 1] to R and

d(f, g) := maxt∈[0,1] |f(t)− g(t)|. This is a special case of Lemma 3.41.
(5) Here is a typical example of a non-complete metric space. Let X =

C([0, 1],R) and

d(f, g) :=

Z 1

0

|f(t)− g(t)| dt.
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3.5. Compactness in Metric Spaces. Let (X, ρ) be a metric space and let
B0
x( ) = Bx( ) \ {x} .

Definition 3.45. A point x ∈ X is an accumulation point of a subset E ⊂ X if
∅ 6= E ∩ V \ {x} for all V ⊂o X containing x.

Let us start with the following elementary lemma which is left as an exercise to
the reader.

Lemma 3.46. Let E ⊂ X be a subset of a metric space (X, ρ) . Then the following
are equivalent:

(1) x ∈ X is an accumulation point of E.
(2) B0

x( ) ∩E 6= ∅ for all > 0.
(3) Bx( ) ∩E is an infinite set for all > 0.
(4) There exists {xn}∞n=1 ⊂ E \ {x} with limn→∞ xn = x.

Definition 3.47. A metric space (X,ρ) is said to be — bounded ( > 0) provided
there exists a finite cover of X by balls of radius . The metric space is totally
bounded if it is — bounded for all > 0.

Theorem 3.48. Let X be a metric space. The following are equivalent.
(a) X is compact.
(b) Every infinite subset of X has an accumulation point.
(c) X is totally bounded and complete.

Proof. The proof will consist of showing that a⇒ b⇒ c⇒ a.
(a ⇒ b) We will show that not b ⇒ not a. Suppose there exists E ⊂ X, such

that #(E) =∞ and E has no accumulation points. Then for all x ∈ X there exists
δx > 0 such that Vx := Bx(δx) satisfies (Vx \ {x})∩E = ∅. Clearly V = {Vx}x∈X is
a cover of X, yet V has no finite sub cover. Indeed, for each x ∈ X, Vx ∩E consists
of at most one point, therefore if Λ ⊂⊂ X, ∪x∈ΛVx can only contain a finite number
of points from E, in particular X 6= ∪x∈ΛVx. (See Figure 7.)

Figure 7. The construction of an open cover with no finite sub-cover.

(b ⇒ c) To show X is complete, let {xn}∞n=1 ⊂ X be a sequence and
E := {xn : n ∈ N} . If #(E) < ∞, then {xn}∞n=1 has a subsequence {xnk} which
is constant and hence convergent. If E is an infinite set it has an accumulation
point by assumption and hence Lemma 3.46 implies that {xn} has a convergence
subsequence.
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We now show thatX is totally bounded. Let > 0 be given and choose x1 ∈ X. If
possible choose x2 ∈ X such that d(x2, x1) ≥ , then if possible choose x3 ∈ X such
that d(x3, {x1, x2}) ≥ and continue inductively choosing points {xj}nj=1 ⊂ X

such that d(xn, {x1, . . . , xn−1}) ≥ . This process must terminate, for otherwise
we could choose E = {xj}∞j=1 and infinite number of distinct points such that
d(xj , {x1, . . . , xj−1}) ≥ for all j = 2, 3, 4, . . . . Since for all x ∈ X the Bx( /3)∩E
can contain at most one point, no point x ∈ X is an accumulation point of E. (See
Figure 8.)

Figure 8. Constructing a set with out an accumulation point.

(c ⇒ a) For sake of contradiction, assume there exists a cover an open cover
V = {Vα}α∈A of X with no finite subcover. Since X is totally bounded for each
n ∈ N there exists Λn ⊂⊂ X such that

X =
[

x∈Λn
Bx(1/n) ⊂

[
x∈Λn

Cx(1/n).

Choose x1 ∈ Λ1 such that no finite subset of V covers K1 := Cx1(1). Since K1 =
∪x∈Λ2K1∩Cx(1/2), there exists x2 ∈ Λ2 such that K2 := K1∩Cx2(1/2) can not be
covered by a finite subset of V. Continuing this way inductively, we construct sets
Kn = Kn−1 ∩Cxn(1/n) with xn ∈ Λn such no Kn can be covered by a finite subset
of V. Now choose yn ∈ Kn for each n. Since {Kn}∞n=1 is a decreasing sequence of
closed sets such that diam(Kn) ≤ 2/n, it follows that {yn} is a Cauchy and hence
convergent with

y = lim
n→∞ yn ∈ ∩∞m=1Km.

Since V is a cover of X, there exists V ∈ V such that x ∈ V. Since Kn ↓ {y} and
diam(Kn)→ 0, it now follows that Kn ⊂ V for some n large. But this violates the
assertion that Kn can not be covered by a finite subset of V.(See Figure 9.)

Remark 3.49. LetX be a topological space and Y be a Banach space. By combining
Exercise 3.10 and Theorem 3.48 it follows that Cc(X,Y ) ⊂ BC(X,Y ).

Corollary 3.50. Let X be a metric space then X is compact iff all sequences
{xn} ⊂ X have convergent subsequences.

Proof. Suppose X is compact and {xn} ⊂ X.
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Figure 9. Nested Sequence of cubes.

(1) If #({xn : n = 1, 2, . . . }) < ∞ then choose x ∈ X such that xn = x i.o.
and let {nk} ⊂ {n} such that xnk = x for all k. Then xnk → x

(2) If #({xn : n = 1, 2, . . . }) = ∞. We know E = {xn} has an accumulation
point {x}, hence there exists xnk → x.

Conversely if E is an infinite set let {xn}∞n=1 ⊂ E be a sequence of distinct
elements of E. We may, by passing to a subsequence, assume xn → x ∈ X as
n→∞. Now x ∈ X is an accumulation point of E by Theorem 3.48 and hence X
is compact.

Corollary 3.51. Compact subsets of Rn are the closed and bounded sets.

Proof. If K is closed and bounded then K is complete (being the closed subset
of a complete space) and K is contained in [−M,M ]n for some positive integer M.
For δ > 0, let

Λδ = δZn ∩ [−M,M ]n := {δx : x ∈ Zn and δ|xi| ≤M for i = 1, 2, . . . , n}.
We will show, by choosing δ > 0 sufficiently small, that

(3.6) K ⊂ [−M,M ]n ⊂ ∪x∈ΛδB(x, )
which shows that K is totally bounded. Hence by Theorem 3.48, K is compact.
Suppose that y ∈ [−M,M ]n, then there exists x ∈ Λδ such that |yi − xi| ≤ δ for

i = 1, 2, . . . , n. Hence

d2(x, y) =
nX
i=1

(yi − xi)
2 ≤ nδ2

which shows that d(x, y) ≤ √nδ. Hence if choose δ < /
√
n we have shows that

d(x, y) < , i.e. Eq. (3.6) holds.

Example 3.52. Let X = p(N) with p ∈ [1,∞) and ρ ∈ X such that ρ(k) ≥ 0 for
all k ∈ N. The set

K := {x ∈ X : |x(k)| ≤ ρ(k) for all k ∈ N}
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is compact. To prove this, let {xn}∞n=1 ⊂ K be a sequence. By compactness of
closed bounded sets in C, for each k ∈ N there is a subsequence of {xn(k)}∞n=1 ⊂ C
which is convergent. By Cantor’s diagonalization trick, we may choose a subse-
quence {yn}∞n=1 of {xn}∞n=1 such that y(k) := limn→∞ yn(k) exists for all k ∈ N.4
Since |yn(k)| ≤ ρ(k) for all n it follows that |y(k)| ≤ ρ(k), i.e. y ∈ K. Finally

lim
n→∞ ky − ynkpp = lim

n→∞

∞X
k=1

|y(k)− yn(k)|p =
∞X
k=1

lim
n→∞ |y(k)− yn(k)|p = 0

where we have used the Dominated convergence theorem. (Note |y(k)− yn(k)|p ≤
2pρp(k) and ρp is summable.) Therefore yn → y and we are done.
Alternatively, we can proveK is compact by showing that K is closed and totally

bounded. It is simple to show K is closed, for if {xn}∞n=1 ⊂ K is a convergent
sequence in X, x := limn→∞ xn, then |x(k)| ≤ limn→∞ |xn(k)| ≤ ρ(k) for all k ∈ N.
This shows that x ∈ K and hence K is closed. To see that K is totally bounded, let
> 0 and choose N such that

¡P∞
k=N+1 |ρ(k)|p

¢1/p
< . Since

QN
k=1Cρ(k)(0) ⊂ CN

is closed and bounded, it is compact. Therefore there exists a finite subset Λ ⊂QN
k=1 Cρ(k)(0) such that

NY
k=1

Cρ(k)(0) ⊂ ∪z∈ΛBN
z ( )

where BN
z ( ) is the open ball centered at z ∈ CN relative to the p({1, 2, 3, . . . , N})

— norm. For each z ∈ Λ, let z̃ ∈ X be defined by z̃(k) = z(k) if k ≤ N and z̃(k) = 0
for k ≥ N + 1. I now claim that

(3.7) K ⊂ ∪z∈ΛBz̃(2 )

which, when verified, shows K is totally bounced. To verify Eq. (3.7), let x ∈ K
and write x = u + v where u(k) = x(k) for k ≤ N and u(k) = 0 for k < N. Then
by construction u ∈ Bz̃( ) for some z̃ ∈ Λ and

kvkp ≤
Ã ∞X
k=N+1

|ρ(k)|p
!1/p

< .

So we have

kx− z̃kp = ku+ v − z̃kp ≤ ku− z̃kp + kvkp < 2 .

Exercise 3.14 (Extreme value theorem). Let (X, τ) be a compact topological space
and f : X → R be a continuous function. Show −∞ < inf f ≤ sup f < ∞ and

4The argument is as follows. Let {n1j}∞j=1 be a subsequence of N = {n}∞n=1 such that
limj→∞ xn1j

(1) exists. Now choose a subsequence {n2j}∞j=1 of {n1j}∞j=1 such that limj→∞ xn2j
(2)

exists and similalry {n3j}∞j=1 of {n2j}∞j=1 such that limj→∞ xn3j
(3) exists. Continue on this way

inductively to get

{n}∞n=1 ⊃ {n1j}∞j=1 ⊃ {n2j}∞j=1 ⊃ {n3j}∞j=1 ⊃ . . .

such that limj→∞ xnkj
(k) exists for all k ∈ N. Let mj := njj so that eventually {mj}∞j=1 is a

subsequnce of {nkj }∞j=1 for all k. Therefore, we may take yj := xmj .
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there exists a, b ∈ X such that f(a) = inf f and f(b) = sup f. 5 Hint: use Exercise
3.10 and Corollary 3.51.

Exercise 3.15 (Uniform Continuity). Let (X, d) be a compact metric space, (Y, ρ)
be a metric space and f : X → Y be a continuous function. Show that f is
uniformly continuous, i.e. if > 0 there exists δ > 0 such that ρ(f(y), f(x)) < if
x, y ∈ X with d(x, y) < δ. Hint: I think the easiest proof is by using a sequence
argument.

Definition 3.53. Let L be a vector space. We say that two norms, |·| and k·k , on
L are equivalent if there exists constants α, β ∈ (0,∞) such that

kfk ≤ α |f | and |f | ≤ β kfk for all f ∈ L.

Lemma 3.54. Let L be a finite dimensional vector space. Then any two norms
|·| and k·k on L are equivalent. (This is typically not true for norms on infinite
dimensional spaces.)

Proof. Let {fi}ni=1 be a basis for L and define a new norm on L by°°°°°
nX
i=1

aifi

°°°°°
1

≡
nX
i=1

|ai| for ai ∈ F.

By the triangle inequality of the norm |·| , we find¯̄̄̄
¯
nX
i=1

aifi

¯̄̄̄
¯ ≤

nX
i=1

|ai| |fi| ≤M
nX
i=1

|ai| =M

°°°°°
nX
i=1

aifi

°°°°°
1

where M = maxi |fi| . Thus we have
|f | ≤M kfk1

for all f ∈ L. This inequality shows that |·| is continuous relative to k·k1 . Now
let S := {f ∈ L : kfk1 = 1} , a compact subset of L relative to k·k1 . Therefore by
Exercise 3.14 there exists f0 ∈ S such that

m = inf {|f | : f ∈ S} = |f0| > 0.
Hence given 0 6= f ∈ L, then f

kfk1 ∈ S so that

m ≤
¯̄̄̄

f

kfk1

¯̄̄̄
= |f | 1

kfk1
or equivalently

kfk1 ≤
1

m
|f | .

This shows that |·| and k·k1 are equivalent norms. Similarly one shows that k·k and
k·k1 are equivalent and hence so are |·| and k·k .
Definition 3.55. A subset D of a topological space X is dense if D̄ = X. A
topological space is said to be separable if it contains a countable dense subset,
D.

Example 3.56. The following are examples of countable dense sets.

5Here is a proof if X is a metric space. Let {xn}∞n=1 ⊂ X be a sequence such that f(xn) ↑ sup f.
By compactness of X we may assume, by passing to a subsequence if necessary that xn → b ∈ X
as n→∞. By continuity of f, f(b) = sup f.
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(1) The rational number Q are dense in R equipped with the usual topology.
(2) More generally, Qd is a countable dense subset of Rd for any d ∈ N.
(3) Even more generally, for any function µ : N→ (0,∞), p(µ) is separable for

all 1 ≤ p <∞. For example, let Γ ⊂ F be a countable dense set, then
D := {x ∈ p(µ) : xi ∈ ¡ for all i and #{j : xj 6= 0} <∞}.

The set Γ can be taken to be Q if F = R or Q+ iQ if F = C.
(4) If (X, ρ) is a metric space which is separable then every subset Y ⊂ X is

also separable in the induced topology.

To prove 4. above, let A = {xn}∞n=1 ⊂ X be a countable dense subset of X.
Let ρ(x, Y ) = inf{ρ(x, y) : y ∈ Y } be the distance from x to Y . Recall that
ρ(·, Y ) : X → [0,∞) is continuous. Let n = ρ(xn, Y ) ≥ 0 and for each n let
yn ∈ Bxn(

1
n ) ∩ Y if n = 0 otherwise choose yn ∈ Bxn(2 n) ∩ Y. Then if y ∈ Y and

> 0 we may choose n ∈ N such that ρ(y, xn) ≤ n < /3 and 1
n < /3. If n > 0,

ρ(yn, xn) ≤ 2 n < 2 /3 and if n = 0, ρ(yn, xn) < /3 and therefore

ρ(y, yn) ≤ ρ(y, xn) + ρ(xn, yn) < .

This shows that B ≡ {yn}∞n=1 is a countable dense subset of Y.
Lemma 3.57. Any compact metric space (X, d) is separable.

Proof. To each integer n, there exists Λn ⊂⊂ X such that X = ∪x∈ΛnB(x, 1/n).
Let D := ∪∞n=1Λn — a countable subset of X. Moreover, it is clear by construction
that D̄ = X.

3.6. Compactness in Function Spaces. In this section, let (X, τ) be a topolog-
ical space.

Definition 3.58. Let F ⊂ C(X).

(1) F is equicontinuous at x ∈ X iff for all > 0 there exists U ∈ τx such that
|f(y)− f(x)| < for all y ∈ U and f ∈ F .

(2) F is equicontinuous if F is equicontinuous at all points x ∈ X.
(3) F is pointwise bounded if sup{|f(x)| : |f ∈ F} <∞ for all x ∈ X.

Theorem 3.59 (Ascoli-Arzela Theorem). Let (X, τ) be a compact topological space
and F ⊂ C(X). Then F is precompact in C(X) iff F is equicontinuous and point-
wise bounded.

Proof. (⇐) Since B(X) is a complete metric space, we must show F is totally
bounded. Let > 0 be given. By equicontinuity there exists Vx ∈ τx for all
x ∈ X such that |f(y) − f(x)| < /2 if y ∈ Vx and f ∈ F . Since X is compact
we may choose Λ ⊂⊂ X such that X = ∪x∈ΛVx. We have now decomposed X
into “blocks” {Vx}x∈Λ such that each f ∈ F is constant to within on Vx. Since
sup {|f(x)| : x ∈ Λ and f ∈ F} <∞, it is now evident that

M ≡ sup {|f(x)| : x ∈ X and f ∈ F} ≤ sup {|f(x)| : x ∈ Λ and f ∈ F}+ <∞.

Let D ≡ {k /2 : k ∈ Z} ∩ [−M,M ]. If f ∈ F and φ ∈ DΛ (i.e. φ : Λ → D is a
function) is chosen so that |φ(x)− f(x)| ≤ /2 for all x ∈ Λ, then

|f(y)− φ(x)| ≤ |f(y)− f(x)|+ |f(x)− φ(x)| < ∀ x ∈ Λ and y ∈ Vx.

From this it follows that F = S©Fφ : φ ∈ DΛª where, for φ ∈ DΛ,
Fφ ≡ {f ∈ F : |f(y)− φ(x)| < for y ∈ Vx and x ∈ Λ}.
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Let Γ :=
©
φ ∈ DΛ : Fφ 6= ∅

ª
and for each φ ∈ Γ choose fφ ∈ Fφ∩F . For f ∈ Fφ,

x ∈ Λ and y ∈ Vx we have

|f(y)− fφ(y)| ≤ |f(y)− φ(x))|+ |φ(x)− fφ(y)| < 2 .

So kf − fφk < 2 for all f ∈ Fφ showing that Fφ ⊂ Bfφ(2 ). Therefore,

F = ∪φ∈ΓFφ ⊂ ∪φ∈ΓBfφ(2 )

and because > 0 was arbitrary we have shown that F is totally bounded.
(⇒) Since k·k : C(X) → [0,∞) is a continuous function on C(X) it is bounded

on any compact subset F ⊂ C(X). This shows that sup {kfk : f ∈ F} <∞ which
clearly implies that F is pointwise bounded.6 Suppose F were not equicontinuous
at some point x ∈ X that is to say there exists > 0 such that for all V ∈ τx,
sup
y∈V

sup
f∈F

|f(y)− f(x)| > .7 Equivalently said, to each V ∈ τx we may choose

(3.8) fV ∈ F and xV ∈ V such that |fV (x)− fV (xV )| ≥ .

Set CV = {fW :W ∈ τx and W ⊂ V }k·k∞ ⊂ F and notice for any V ⊂⊂ τx that

∩V ∈VCV ⊇ C∩V 6= ∅,
so that {CV }V ∈ τx ⊂ F has the finite intersection property.8 Since F is compact,
it follows that there exists some

f ∈
\
V ∈τx

CV 6= ∅.

Since f is continuous, there exists V ∈ τx such that |f(x) − f(y)| < /3 for all
y ∈ V. Because f ∈ CV , there exists W ⊂ V such that kf − fW k < /3. We now
arrive at a contradiction;

≤ |fW (x)− fW (xW )| ≤ |fW (x)− f(x)|+ |f(x)− f(xW )|+ |f(xW )− fW (xW )|
< /3 + /3 + /3 = .

6One could also prove that F is pointwise bounded by considering the continuous evaluation
maps ex : C(X)→ R given by ex(f) = f(x) for all x ∈ X.

7If X is first countable we could finish the proof with the following argument. Let {Vn}∞n=1
be a neighborhood base at x such that V1 ⊃ V2 ⊃ V3 ⊃ . . . . By the assumption that F is not
equicontinuous at x, there exist fn ∈ F and xn ∈ Vn such that |fn(x) − fn(xn)| ≥ ∀ n. Since
F is a compact metric space by passing to a subsequence if necessary we may assume that fn
converges uniformly to some f ∈ F . Because xn → x as n→∞ we learn that

≤ |fn(x)− fn(xn)| ≤ |fn(x)− f(x)|+ |f(x)− f(xn)|+ |f(xn)− fn(xn)|
≤ 2kfn − fk+ |f(x)− f(xn)|→ 0 as n→∞

which is a contradiction.
8If we are willing to use Net’s described in Appendix D below we could finish the proof as

follows. Since F is compact, the net {fV }V ∈τx ⊂ F has a cluster point f ∈ F ⊂ C(X). Choose a
subnet {gα}α∈A of {fV }V ∈τX such that gα → f uniformly. Then, since xV → x implies xVα → x,
we may conclude from Eq. (3.8) that

≤ |gα(x)− gα(xVα)|→ |g(x)− g(x)| = 0
which is a contradiction.
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3.7. Bounded Linear Operators Basics.

Definition 3.60. Let X and Y be normed spaces and T : X → Y be a linear
map. Then T is said to be bounded provided there exists C < ∞ such that
kT (x)k ≤ CkxkX for all x ∈ X. We denote the best constant by kTk, i.e.

kTk = sup
x6=0

kT (x)k
kxk = sup

x6=0
{kT (x)k : kxk = 1} .

The number kTk is called the operator norm of T.

Proposition 3.61. Suppose that X and Y are normed spaces and T : X → Y is a
linear map. The the following are equivalent:

(a) T is continuous.
(b) T is continuous at 0.
(c) T is bounded.

Proof. (a) ⇒ (b) trivial. (b) ⇒ (c) If T continuous at 0 then there exist δ > 0
such that kT (x)k ≤ 1 if kxk ≤ δ. Therefore for any x ∈ X, kT (δx/kxk) k ≤ 1 which
implies that kT (x)k ≤ 1

δkxk and hence kTk ≤ 1
δ < ∞. (c) ⇒ (a) Let x ∈ X and

> 0 be given. Then

kT (y)− T (x)k = kT (y − x)k ≤ kTk ky − xk <
provided ky − xk < /kTk ≡ δ.
In the examples to follow all integrals are the standard Riemann integrals, see

Section 4 below for the definition and the basic properties of the Riemann integral.

Example 3.62. Suppose that K : [0, 1]× [0, 1]→ C is a continuous function. For
f ∈ C([0, 1]), let

Tf(x) =

Z 1

0

K(x, y)f(y)dy.

Since

|Tf(x)− Tf(z)| ≤
Z 1

0

|K(x, y)−K(z, y)| |f(y)| dy
≤ kfk∞maxy |K(x, y)−K(z, y)|(3.9)

and the latter expression tends to 0 as x→ z by uniform continuity of K. Therefore
Tf ∈ C([0, 1]) and by the linearity of the Riemann integral, T : C([0, 1])→ C([0, 1])
is a linear map. Moreover,

|Tf(x)| ≤
Z 1

0

|K(x, y)| |f(y)| dy ≤
Z 1

0

|K(x, y)| dy · kfk∞ ≤ A kfk∞
where

(3.10) A := sup
x∈[0,1]

Z 1

0

|K(x, y)| dy <∞.

This shows kTk ≤ A < ∞ and therefore T is bounded. We may in fact show
kTk = A. To do this let x0 ∈ [0, 1] be such that

sup
x∈[0,1]

Z 1

0

|K(x, y)| dy =
Z 1

0

|K(x0, y)| dy.
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Such an x0 can be found since, using a similar argument to that in Eq. (3.9),
x→ R 1

0
|K(x, y)| dy is continuous. Given > 0, let

f (y) :=
K(x0, y)q
+ |K(x0, y)|2

and notice that lim ↓0 kf k∞ = 1 and

kTf k∞ ≥ |Tf (x0)| = Tf (x0) =

Z 1

0

|K(x0, y)|2q
+ |K(x0, y)|2

dy.

Therefore,

kTk ≥ lim
↓0

1

kf k∞

Z 1

0

|K(x0, y)|2q
+ |K(x0, y)|2

dy

= lim
↓0

Z 1

0

|K(x0, y)|2q
+ |K(x0, y)|2

dy = A

since

0 ≤ |K(x0, y)|− |K(x0, y)|2q
+ |K(x0, y)|2

=
|K(x0, y)|q
+ |K(x0, y)|2

·q
+ |K(x0, y)|2 − |K(x0, y)|

¸

≤
q

+ |K(x0, y)|2 − |K(x0, y)|
and the latter expression tends to zero uniformly in y as ↓ 0.
We may also consider other norms on C([0, 1]). Let (for now) L1 ([0, 1]) denote

C([0, 1]) with the norm

kfk1 =
Z 1

0

|f(x)| dx,
then T : L1 ([0, 1], dm) → C([0, 1]) is bounded as well. Indeed, let M =
sup {|K(x, y)| : x, y ∈ [0, 1]} , then

|(Tf)(x)| ≤
Z 1

0

|K(x, y)f(y)| dy ≤M kfk1
which shows kTfk∞ ≤M kfk1 and hence,

kTkL1→C ≤ max {|K(x, y)| : x, y ∈ [0, 1]} <∞.

We can in fact show that kTk = M as follows. Let (x0, y0) ∈ [0, 1]2 satisfying
|K(x0, y0)| = M. Then given > 0, there exists a neighborhood U = I × J of
(x0, y0) such that |K(x, y)−K(x0, y0)| < for all (x, y) ∈ U. Let f ∈ Cc(I, [0,∞))
such that

R 1
0
f(x)dx = 1. Choose α ∈ C such that |α| = 1 and αK(x0, y0) = M,

then

|(Tαf)(x0)| =
¯̄̄̄Z 1

0

K(x0, y)αf(y)dy

¯̄̄̄
=

¯̄̄̄Z
I

K(x0, y)αf(y)dy

¯̄̄̄
≥ Re

Z
I

αK(x0, y)f(y)dy ≥
Z
I

(M − ) f(y)dy = (M − ) kαfkL1
and hence

kTαfkC ≥ (M − ) kαfkL1
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showing that kTk ≥ M − . Since > 0 is arbitrary, we learn that kTk ≥ M and
hence kTk =M.
One may also view T as a map from T : C([0, 1])→ L1([0, 1]) in which case one

may show

kTkL1→C ≤
Z 1

0

max
y
|K(x, y)| dx <∞.

For the next three exercises, let X = Rn and Y = Rm and T : X → Y be a linear
transformation so that T is given by matrix multiplication by an m×n matrix. Let
us identify the linear transformation T with this matrix.

Exercise 3.16. Assume the norms on X and Y are the 1 — norms, i.e. for x ∈ Rn,
kxk =Pn

j=1 |xj | . Then the operator norm of T is given by

kTk = max
1≤j≤n

mX
i=1

|Tij | .

Exercise 3.17. ms on X and Y are the ∞ — norms, i.e. for x ∈ Rn, kxk =
max1≤j≤n |xj | . Then the operator norm of T is given by

kTk = max
1≤i≤m

nX
j=1

|Tij | .

Exercise 3.18. Assume the norms on X and Y are the 2 — norms, i.e. for x ∈ Rn,
kxk2 =Pn

j=1 x
2
j . Show kTk2 is the largest eigenvalue of the matrix T trT : Rn → Rn.

Exercise 3.19. If X is finite dimensional normed space then all linear maps are
bounded.

Notation 3.63. Let L(X,Y ) denote the bounded linear operators from X to Y. If
Y = F we write X∗ for L(X,F) and call X∗ the (continuous) dual space to X.

Lemma 3.64. Let X,Y be normed spaces, then the operator norm k·k on L(X,Y )
is a norm. Moreover if Z is another normed space and T : X → Y and S : Y → Z
are linear maps, then kSTk ≤ kSkkTk, where ST := S ◦ T.
Proof. As usual, the main point in checking the operator norm is a norm is

to verify the triangle inequality, the other axioms being easy to check. If A,B ∈
L(X,Y ) then the triangle inequality is verified as follows:

kA+Bk = sup
x6=0

kAx+Bxk
kxk ≤ sup

x6=0
kAxk+ kBxk

kxk

≤ sup
x6=0

kAxk
kxk + sup

x6=0
kBxk
kxk = kAk+ kBk .

For the second assertion, we have for x ∈ X, that

kSTxk ≤ kSkkTxk ≤ kSkkTkkxk.
From this inequality and the definition of kSTk, it follows that kSTk ≤ kSkkTk.
Proposition 3.65. Suppose that X is a normed vector space and Y is a Banach
space. Then (L(X,Y ), k · kop) is a Banach space. In particular the dual space X∗
is always a Banach space.



ANALYSIS TOOLS WITH APPLICATIONS 39

We will use the following characterization of a Banach space in the proof of this
proposition.

Theorem 3.66. A normed space (X, k · k) is a Banach space iff for every sequence
{xn}∞n=1 such that

∞P
n=1

kxnk < ∞ then limN→∞
NP
n=1

xn = S exists in X (that is to

say every absolutely convergent series is a convergent series in X). As usual we

will denote S by
∞P
n=1

xn.

Proof. (⇒)If X is complete and
∞P
n=1

kxnk <∞ then sequence SN ≡
NP
n=1

xn for

N ∈ N is Cauchy because (for N > M)

kSN − SMk ≤
NX

n=M+1

kxnk→ 0 as M,N →∞.

Therefore S =
∞P
n=1

xn := limN→∞
NP
n=1

xn exists in X.

(⇐=) Suppose that {xn}∞n=1 is a Cauchy sequence and let {yk = xnk}∞k=1 be a
subsequence of {xn}∞n=1 such that

∞P
n=1

kyn+1 − ynk <∞. By assumption

yN+1 − y1 =
NX
n=1

(yn+1 − yn)→ S =
∞X
n=1

(yn+1 − yn) ∈ X as N →∞.

This shows that limN→∞ yN exists and is equal to x := y1 + S. Since {xn}∞n=1 is
Cauchy,

kx− xnk ≤ kx− ykk+ kyk − xnk→ 0 as k, n→∞
showing that limn→∞ xn exists and is equal to x.
Proof. (Proof of Proposition 3.65.) We must show (L(X,Y ), k·kop) is complete.

Suppose that Tn ∈ L(X,Y ) is a sequence of operators such that
∞P
n=1

kTnk < ∞.

Then
∞X
n=1

kTnxk ≤
∞X
n=1

kTnk kxk <∞

and therefore by the completeness of Y, Sx :=
∞P
n=1

Tnx = limN→∞ SNx exists in

Y, where SN :=
NP
n=1

Tn. The reader should check that S : X → Y so defined in

linear. Since,

kSxk = lim
N→∞

kSNxk ≤ lim
N→∞

NX
n=1

kTnxk ≤
∞X
n=1

kTnk kxk ,

S is bounded and

(3.11) kSk ≤
∞X
n=1

kTnk.



40 BRUCE K. DRIVER†

Similarly,

kSx− SMxk = lim
N→∞

kSNx− SMxk ≤ lim
N→∞

NX
n=M+1

kTnk kxk =
∞X

n=M+1

kTnk kxk

and therefore,

kS − SMk ≤
∞X

n=M

kTnk→ 0 as M →∞.

Of course we did not actually need to use Theorem 3.66 in the proof. Here is
another proof. Let {Tn}∞n=1 be a Cauchy sequence in L(X,Y ). Then for each x ∈ X,

kTnx− Tmxk ≤ kTn − Tmk kxk→ 0 as m,n→∞
showing {Tnx}∞n=1 is Cauchy in Y. Using the completeness of Y, there exists an
element Tx ∈ Y such that

lim
n→∞ kTnx− Txk = 0.

It is a simple matter to show T : X → Y is a linear map. Moreover,

kTx− Tnxk ≤ kTx− Tmxk+ kTmx− Tnxk ≤ kTx− Tmxk+ kTm − Tnk kxk
and therefore

kTx− Tnxk ≤ lim sup
m→∞

(kTx− Tmxk+ kTm − Tnk kxk) = kxk·lim sup
m→∞

kTm − Tnk .

Hence

kT − Tnk ≤ lim sup
m→∞

kTm − Tnk→ 0 as n→∞.

Thus we have shown that Tn → T in L(X,Y ) as desired.

3.8. Inverting Elements in L(X) and Linear ODE.

Definition 3.67. A linear map T : X → Y is an isometry if kTxkY = kxkX for
all x ∈ X. T is said to be invertible if T is a bijection and T−1 is bounded.

Notation 3.68. We will write GL(X,Y ) for those T ∈ L(X,Y ) which are invert-
ible. If X = Y we simply write L(X) and GL(X) for L(X,X) and GL(X,X)
respectively.

Proposition 3.69. Suppose X is a Banach space and Λ ∈ L(X) ≡ L(X,X)

satisfies
∞P
n=0

kΛnk <∞. Then I − Λ is invertible and

(I − Λ)−1 = “ 1

I − Λ” =
∞X
n=0

Λn and
°°(I − Λ)−1°° ≤ ∞X

n=0

kΛnk.

In particular if kΛk < 1 then the above formula holds and°°(I − Λ)−1°° ≤ 1

1− kΛk .
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Proof. Since L(X) is a Banach space and
∞P
n=0

kΛnk <∞, it follows from Theo-

rem 3.66 that

S := lim
N→∞

SN := lim
N→∞

NX
n=0

Λn

exists in L(X). Moreover, by Exercise 3.38 below,

(I − Λ)S = (I − Λ) lim
N→∞

SN = lim
N→∞

(I − Λ)SN

= lim
N→∞

(I − Λ)
NX
n=0

Λn = lim
N→∞

(I − ΛN+1) = I

and similarly S (I − Λ) = I. This shows that (I − Λ)−1 exists and is equal to S.
Moreover, (I − Λ)−1 is bounded because°°(I − Λ)−1°° = kSk ≤ ∞X

n=0

kΛnk.

If we further assume kΛk < 1, then kΛnk ≤ kΛkn and
∞X
n=0

kΛnk ≤
∞X
n=0

kΛkn ≤ 1

1− kΛk <∞.

Corollary 3.70. Let X and Y be Banach spaces. Then GL(X,Y ) is an open
(possibly empty) subset of L(X,Y ). More specifically, if A ∈ GL(X,Y ) and B ∈
L(X,Y ) satisfies

(3.12) kB −Ak < kA−1k−1
then B ∈ GL(X,Y )

(3.13) B−1 =
∞X
n=0

£
IX −A−1B

¤n
A−1 ∈ L(Y,X)

and °°B−1°° ≤ kA−1k 1

1− kA−1k kA−Bk .

Proof. Let A and B be as above, then

B = A− (A−B) = A
£
IX −A−1(A−B))

¤
= A(IX − Λ)

where Λ : X → X is given by

Λ := A−1(A−B) = IX −A−1B.

Now

kΛk = °°A−1(A−B))
°° ≤ kA−1k kA−Bk < kA−1kkA−1k−1 = 1.

Therefore I − Λ is invertible and hence so is B (being the product of invertible
elements) with

B−1 = (I − Λ)−1A−1 = £IX −A−1(A−B))
¤−1

A−1.

For the last assertion we have,°°B−1°° ≤ °°(IX − Λ)−1°° kA−1k ≤ kA−1k 1

1− kΛk ≤ kA
−1k 1

1− kA−1k kA−Bk .
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For an application of these results to linear ordinary differentiatl equations, see
Section 5.2.

3.9. Supplement: Sums in Banach Spaces.

Definition 3.71. Suppose that X is a normed space and {vα ∈ X : α ∈ A} is a
given collection of vectors in X. We say that s =

P
α∈A vα ∈ X if for all > 0

there exists a finite set Γ ⊂ A such that
°°s−Pα∈Λ vα

°° < for all Λ ⊂⊂ A
such that Γ ⊂ Λ. (Unlike the case of real valued sums, this does not imply thatP

α∈Λ kvαk < ∞. See Proposition 12.19 below, from which one may manufacture
counter-examples to this false premise.)

Lemma 3.72. (1) When X is a Banach space,
P

α∈A vα exists in X iff for all
> 0 there exists Γ ⊂⊂ A such that

°°P
α∈Λ vα

°° < for all Λ ⊂⊂ A \ Γ .
Also if

P
α∈A vα exists in X then {α ∈ A : va 6= 0} is at most countable. (2) If

s =
P

α∈A vα ∈ X exists and T : X → Y is a bounded linear map between normed
spaces, then

P
α∈A Tvα exists in Y and

Ts = T
X
α∈A

vα =
X
α∈A

Tvα.

Proof. (1) Suppose that s =
P

α∈A vα exists and > 0. Let Γ ⊂⊂ A be as in
Definition 3.71. Then for Λ ⊂⊂ A \ Γ ,°°°°°X

α∈Λ
vα

°°°°° ≤
°°°°°X
α∈Λ

vα +
X
α∈Γ

vα − s

°°°°°+
°°°°°X
α∈Γ

vα − s

°°°°°
=

°°°°° X
α∈Γ ∪Λ

vα − s

°°°°°+ < 2 .

Conversely, suppose for all > 0 there exists Γ ⊂⊂ A such that
°°P

α∈Λ vα
°° <

for all Λ ⊂⊂ A \ Γ . Let γn := ∪nk=1Γ1/k ⊂ A and set sn :=
P

α∈γn vα. Then for
m > n,

ksm − snk =
°°°°°°

X
α∈γm\γn

vα

°°°°°° ≤ 1/n→ 0 as m,n→∞.

Therefore {sn}∞n=1 is Cauchy and hence convergent in X. Let s := limn→∞ sn, then
for Λ ⊂⊂ A such that γn ⊂ Λ, we have°°°°°s−X

α∈Λ
vα

°°°°° ≤ ks− snk+
°°°°°°
X

α∈Λ\γn
vα

°°°°°° ≤ ks− snk+ 1

n
.

Since the right member of this equation goes to zero as n → ∞, it follows thatP
α∈A vα exists and is equal to s.
Let γ := ∪∞n=1γn — a countable subset of A. Then for α /∈ γ, {α} ⊂ A \ γn for all

n and hence

kvαk =
°°°°°°
X

β∈{α}
vβ

°°°°°° ≤ 1/n→ 0 as n→∞.

Therefore vα = 0 for all α ∈ A \ γ.
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(2) Let Γ be as in Definition 3.71 and Λ ⊂⊂ A such that Γ ⊂ Λ. Then°°°°°Ts−X
α∈Λ

Tvα

°°°°° ≤ kTk
°°°°°s−X

α∈Λ
vα

°°°°° < kTk
which shows that

P
α∈Λ Tvα exists and is equal to Ts.

3.10. Word of Caution.

Example 3.73. Let (X, d) be a metric space. It is always true that Bx( ) ⊂ Cx( )
since Cx( ) is a closed set containing Bx( ). However, it is not always true that
Bx( ) = Cx( ). For example let X = {1, 2} and d(1, 2) = 1, then B1(1) = {1} ,
B1(1) = {1} while C1(1) = X. For another counter example, take

X =
©
(x, y) ∈ R2 : x = 0 or x = 1ª

with the usually Euclidean metric coming from the plane. Then

B(0,0)(1) =
©
(0, y) ∈ R2 : |y| < 1ª ,

B(0,0)(1) =
©
(0, y) ∈ R2 : |y| ≤ 1ª , while

C(0,0)(1) = B(0,0)(1) ∪ {(0, 1)} .
In spite of the above examples, Lemmas 3.74 and 3.75 below shows that for

certain metric spaces of interest it is true that Bx( ) = Cx( ).

Lemma 3.74. Suppose that (X, |·|) is a normed vector space and d is the metric
on X defined by d(x, y) = |x− y| . Then

Bx( ) = Cx( ) and

∂Bx( ) = {y ∈ X : d(x, y) = }.
Proof. We must show that C := Cx( ) ⊂ Bx( ) =: B̄. For y ∈ C, let v = y − x,

then
|v| = |y − x| = d(x, y) ≤ .

Let αn = 1 − 1/n so that αn ↑ 1 as n → ∞. Let yn = x + αnv, then d(x, yn) =
αnd(x, y) < , so that yn ∈ Bx( ) and d(y, yn) = 1−αn → 0 as n→∞. This shows
that yn → y as n→∞ and hence that y ∈ B̄.

3.10.1. Riemannian Metrics. This subsection is not completely self contained and
may safely be skipped.

Lemma 3.75. Suppose that X is a Riemannian (or sub-Riemannian) manifold
and d is the metric on X defined by

d(x, y) = inf { (σ) : σ(0) = x and σ(1) = y}
where (σ) is the length of the curve σ. We define (σ) = ∞ if σ is not piecewise
smooth.
Then

Bx( ) = Cx( ) and

∂Bx( ) = {y ∈ X : d(x, y) = }.
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ε

δ

x

y

z

Figure 10. An almost length minimizing curve joining x to y.

Proof. Let C := Cx( ) ⊂ Bx( ) =: B̄. We will show that C ⊂ B̄ by showing
B̄c ⊂ Cc. Suppose that y ∈ B̄c and choose δ > 0 such that By(δ) ∩ B̄ = ∅. In
particular this implies that

By(δ) ∩Bx( ) = ∅.
We will finish the proof by showing that d(x, y) ≥ + δ > and hence that y ∈ Cc.
This will be accomplished by showing: if d(x, y) < + δ then By(δ) ∩Bx( ) 6= ∅.
If d(x, y) < max( , δ) then either x ∈ By(δ) or y ∈ Bx( ). In either case By(δ) ∩

Bx( ) 6= ∅. Hence we may assume that max( , δ) ≤ d(x, y) < + δ. Let α > 0 be a
number such that

max( , δ) ≤ d(x, y) < α < + δ

and choose a curve σ from x to y such that (σ) < α. Also choose 0 < δ0 < δ such
that 0 < α − δ0 < which can be done since α − δ < . Let k(t) = d(y, σ(t)) a
continuous function on [0, 1] and therefore k([0, 1]) ⊂ R is a connected set which
contains 0 and d(x, y). Therefore there exists t0 ∈ [0, 1] such that d(y, σ(t0)) =
k(t0) = δ0. Let z = σ(t0) ∈ By(δ) then

d(x, z) ≤ (σ|[0,t0]) = (σ)− (σ|[t0,1]) < α− d(z, y) = α− δ0 <

and therefore z ∈ Bx( ) ∩Bx(δ) 6= ∅.
Remark 3.76. Suppose again thatX is a Riemannian (or sub-Riemannian) manifold
and

d(x, y) = inf { (σ) : σ(0) = x and σ(1) = y} .
Let σ be a curve from x to y and let = (σ)− d(x, y). Then for all 0 ≤ u < v ≤ 1,

d(σ(u), σ(v)) ≤ (σ|[u,v]) + .

So if σ is within of a length minimizing curve from x to y that σ|[u,v] is within
of a length minimizing curve from σ(u) to σ(v). In particular if d(x, y) = (σ)

then d(σ(u), σ(v)) = (σ|[u,v]) for all 0 ≤ u < v ≤ 1, i.e. if σ is a length minimizing
curve from x to y that σ|[u,v] is a length minimizing curve from σ(u) to σ(v).
To prove these assertions notice that

d(x, y) + = (σ) = (σ|[0,u]) + (σ|[u,v]) + (σ|[v,1])
≥ d(x, σ(u)) + (σ|[u,v]) + d(σ(v), y)

and therefore

(σ|[u,v]) ≤ d(x, y) + − d(x, σ(u))− d(σ(v), y)

≤ d(σ(u), σ(v)) + .
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3.11. Exercises.

Exercise 3.20. Prove Lemma 3.46.

Exercise 3.21. Let X = C([0, 1],R) and for f ∈ X, let

kfk1 :=
Z 1

0

|f(t)| dt.

Show that (X, k·k1) is normed space and show by example that this space is not
complete.

Exercise 3.22. Let (X, d) be a metric space. Suppose that {xn}∞n=1 ⊂ X is a
sequence and set n := d(xn, xn+1). Show that for m > n that

d(xn, xm) ≤
m−1X
k=n

k ≤
∞X
k=n

k.

Conclude from this that if
∞X
k=1

k =
∞X
n=1

d(xn, xn+1) <∞

then {xn}∞n=1 is Cauchy. Moreover, show that if {xn}∞n=1 is a convergent sequence
and x = limn→∞ xn then

d(x, xn) ≤
∞X
k=n

k.

Exercise 3.23. Show that (X, d) is a complete metric space iff every sequence
{xn}∞n=1 ⊂ X such that

P∞
n=1 d(xn, xn+1) <∞ is a convergent sequence in X. You

may find it useful to prove the following statements in the course of the proof.
(1) If {xn} is Cauchy sequence, then there is a subsequence yj ≡ xnj such thatP∞

j=1 d(yj+1, yj) <∞.

(2) If {xn}∞n=1 is Cauchy and there exists a subsequence yj ≡ xnj of {xn} such
that x = limj→∞ yj exists, then limn→∞ xn also exists and is equal to x.

Exercise 3.24. Suppose that f : [0,∞) → [0,∞) is a C2 — function such that
f(0) = 0, f 0 > 0 and f 00 ≤ 0 and (X, ρ) is a metric space. Show that d(x, y) =
f(ρ(x, y)) is a metric on X. In particular show that

d(x, y) ≡ ρ(x, y)

1 + ρ(x, y)

is a metric on X. (Hint: use calculus to verify that f(a + b) ≤ f(a) + f(b) for all
a, b ∈ [0,∞).)
Exercise 3.25. Let d : C(R)× C(R)→ [0,∞) be defined by

d(f, g) =
∞X
n=1

2−n
kf − gkn

1 + kf − gkn ,

where kfkn ≡ sup{|f(x)| : |x| ≤ n} = max{|f(x)| : |x| ≤ n}.
(1) Show that d is a metric on C(R).
(2) Show that a sequence {fn}∞n=1 ⊂ C(R) converges to f ∈ C(R) as n → ∞

iff fn converges to f uniformly on compact subsets of R.
(3) Show that (C(R), d) is a complete metric space.
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Exercise 3.26. Let {(Xn, dn)}∞n=1 be a sequence of metric spaces, X :=
Q∞

n=1Xn,
and for x = (x(n))∞n=1 and y = (y(n))∞n=1 in X let

d(x, y) =
∞X
n=1

2−n
dn(x(n), y(n))

1 + dn(x(n), y(n))
.

Show: 1) (X, d) is a metric space, 2) a sequence {xk}∞k=1 ⊂ X converges to x ∈ X
iff xk(n) → x(n) ∈ Xn as k → ∞ for every n = 1, 2, . . . , and 3) X is complete if
Xn is complete for all n.

Exercise 3.27 (Tychonoff’s Theorem). Let us continue the notation of the previous
problem. Further assume that the spaces Xn are compact for all n. Show (X, d) is
compact. Hint: Either use Cantor’s method to show every sequence {xm}∞m=1 ⊂ X
has a convergent subsequence or alternatively show (X, d) is complete and totally
bounded.

Exercise 3.28. Let (Xi, di) for i = 1, . . . , n be a finite collection of metric spaces
and for 1 ≤ p ≤ ∞ and x = (x1, x2, . . . , xn) and y = (y1, . . . , yn) in X :=

Qn
i=1Xi,

let

ρp(x, y) =

½
(
Pn

i=1 [di(xi, yi)]
p
)
1/p if p 6=∞

maxi di(xi, yi) if p =∞ .

(1) Show (X,ρp) is a metric space for p ∈ [1,∞].Hint: Minkowski’s inequality.
(2) Show that all of the metric {ρp : 1 ≤ p ≤ ∞} are equivalent, i.e. for any

p, q ∈ [1,∞] there exists constants c, C <∞ such that

ρp(x, y) ≤ Cρq(x, y) and ρq(x, y) ≤ cρp(x, y) for all x, y ∈ X.

Hint: This can be done with explicit estimates or more simply using
Lemma 3.54.

(3) Show that the topologies associated to the metrics ρp are the same for all
p ∈ [1,∞].

Exercise 3.29. Let C be a closed proper subset of Rn and x ∈ Rn \C. Show there
exists a y ∈ C such that d(x, y) = dC(x).

Exercise 3.30. Let F = R in this problem and A ⊂ 2(N) be defined by
A = {x ∈ 2(N) : x(n) ≥ 1 + 1/n for some n ∈ N}
= ∪∞n=1{x ∈ 2(N) : x(n) ≥ 1 + 1/n}.

Show A is a closed subset of 2(N) with the property that dA(0) = 1 while there
is no y ∈ A such that dA(y) = 1. (Remember that in general an infinite union of
closed sets need not be closed.)

3.11.1. Banach Space Problems.

Exercise 3.31. Show that all finite dimensional normed vector spaces (L, k·k) are
necessarily complete. Also show that closed and bounded sets (relative to the given
norm) are compact.

Exercise 3.32. Let (X, k·k) be a normed space over F (R or C). Show the map
(λ, x, y) ∈ F×X ×X → x+ λy ∈ X

is continuous relative to the topology on F×X ×X defined by the norm

k(λ, x, y)kF×X×X := |λ|+ kxk+ kyk .
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(See Exercise 3.28 for more on the metric associated to this norm.) Also show that
k·k : X → [0,∞) is continuous.
Exercise 3.33. Let p ∈ [1,∞] and X be an infinite set. Show the closed unit ball
in p(X) is not compact.

Exercise 3.34. Let X = N and for p, q ∈ [1,∞) let k·kp denote the p(N) — norm.
Show k·kp and k·kq are inequivalent norms for p 6= q by showing

sup
f 6=0

kfkp
kfkq

=∞ if p < q.

Exercise 3.35. Folland Problem 5.5. Closure of subspaces are subspaces.

Exercise 3.36. Folland Problem 5.9. Showing Ck([0, 1]) is a Banach space.

Exercise 3.37. Folland Problem 5.11. Showing Holder spaces are Banach spaces.

Exercise 3.38. Let X, Y and Z be normed spaces. Prove the maps

(S, x) ∈ L(X,Y )×X −→ Sx ∈ Y

and
(S, T ) ∈ L(X,Y )× L(Y,Z) −→ ST ∈ L(X,Z)

are continuous relative to the norms

k(S, x)kL(X,Y )×X := kSkL(X,Y ) + kxkX and

k(S, T )kL(X,Y )×L(Y,Z) := kSkL(X,Y ) + kTkL(Y,Z)
on L(X,Y )×X and L(X,Y )× L(Y,Z) respectively.

3.11.2. Ascoli-Arzela Theorem Problems.

Exercise 3.39. Let T ∈ (0,∞) and F ⊂ C([0, T ]) be a family of functions such
that:

(1) ḟ(t) exists for all t ∈ (0, T ) and f ∈ F .
(2) supf∈F |f(0)| <∞ and

(3) M := supf∈F supt∈(0,T )
¯̄̄
ḟ(t)

¯̄̄
<∞.

Show F is precompact in the Banach space C([0, T ]) equipped with the norm
kfk∞ = supt∈[0,T ] |f(t)| .
Exercise 3.40. Folland Problem 4.63.

Exercise 3.41. Folland Problem 4.64.

3.11.3. General Topological Space Problems.

Exercise 3.42. Give an example of continuous map, f : X → Y, and a compact
subset K of Y such that f−1(K) is not compact.

Exercise 3.43. Let V be an open subset of R. Show V may be written as a disjoint
union of open intervals Jn = (an, bn), where an, bn ∈ R∪ {±∞} for n = 1, 2, · · · < N
with N =∞ possible.


