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#### Abstract

The Kodaira embedding theorem provides an effective characterization of projectivity of a Kähler manifold in terms the second cohomology. X Yang (2018) proved that any compact Kähler manifold with positive holomorphic sectional curvature must be projective. This gives a metric criterion of the projectivity in terms of its curvature. We prove that any compact Kähler manifold with positive $2^{\text {nd }}$ scalar curvature (which is the average of holomorphic sectional curvature over 2-dimensional subspaces of the tangent space) must be projective. In view of generic 2-tori being nonabelian, this new curvature characterization is sharp in certain sense.
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## 1 Introduction

Let $\left(M^{m}, g\right)$ be a Kähler manifold with complex dimension $m$. For $x \in M$, denote by $T_{x}^{\prime} M$ the holomorphic tangent space at $x$. Let $R$ denote the curvature tensor. For $X \in T_{x}^{\prime} M$ let $H(X)=R(X, \bar{X}, X, \bar{X}) /|X|^{4}$ be the holomorphic sectional curvature. Here $|X|^{2}=\langle X, \bar{X}\rangle$, and we extended the Riemannian product $\langle\cdot, \cdot\rangle$ and the curvature tensor $R$ linearly over $\mathbb{C}$, following the convention of Ni and Zheng [11]. We say that ( $M, g$ ) has positive holomorphic sectional curvature if $H(X)>0$ for any $x \in M$ and any $0 \neq X \in T_{x}^{\prime} M$. It was known that compact manifolds with positive holomorphic sectional curvature must be simply connected; see Tsukamoto [13]. A three-circle property was established for noncompact complete Kähler manifolds with nonnegative holomorphic sectional curvature; see Liu [6]. On the other hand, it was known that such metrics may not even have positive Ricci curvature; see Hitchin [2].

The following result was recently proved by X Yang in [16] , which answers affirmatively a question in Yau [17]:

Theorem If the compact Kähler manifold $M$ has positive holomorphic sectional curvature, then $M$ is projective. Namely, $M$ can be embedded into a complex projective space via a holomorphic map.
$1^{1} / 2 \frac{1}{2}$
The key step is to show that the Hodge number $h^{2,0}$ equals 0 . Then a well-known result of Kodaira (see Morrow and Kodaira [7, Chapter 3, Theorem 8.3]) implies the projectivity.
The purpose of this paper is to prove a generalization of the above result of Yang. First we introduce some notation after recalling:

Lemma 1.1 (Berger) If $S(p)=\sum_{i, j=1}^{m} R\left(E_{i}, \bar{E}_{i}, E_{j}, \bar{E}_{j}\right)$, where $\left\{E_{i}\right\}$ is a unitary basis of $T_{p}^{\prime} M$, denotes the scalar curvature of $M$, then

$$
\begin{equation*}
2 S(p)=\frac{m(m+1)}{\operatorname{Vol}\left(\mathbb{S}^{2 m-1}\right)} \int_{|Z|=1, Z \in T_{p}^{\prime} M} H(Z) d \theta(Z) \tag{1-1}
\end{equation*}
$$

Proof Direct calculation shows that

$$
\begin{aligned}
\frac{1}{\operatorname{Vol}\left(\mathbb{S}^{2 m-1}\right)} \int_{\mathbb{S}^{2 m-1}}\left|z_{i}\right|^{4} & =\frac{2}{m(m+1)} \quad \text { for each } i \\
\frac{1}{\operatorname{Vol}\left(\mathbb{S}^{2 m-1}\right)} \int_{\mathbb{S}^{2 m-1}}\left|z_{i}\right|^{2}\left|z_{j}\right|^{2} & =\frac{1}{m(m+1)} \quad \text { for each } i \neq j
\end{aligned}
$$

Equation (1-1) then follows by expanding $H(Z)$ in terms of $Z=\sum_{i} z_{i} E_{i}$ and the above formulas.

For any integer $k$ with $1 \leq k \leq m$ and any $k$-dimensional subspace $\Sigma \subset T_{x}^{\prime} M$, one can define the $k$-scalar curvature as

$$
S_{k}(x, \Sigma)=\frac{k(k+1)}{2 \operatorname{Vol}\left(\mathbb{S}^{2 k-1}\right)} \int_{|Z|=1, Z \in \Sigma} H(Z) d \theta(Z)
$$

By Berger's lemma $\left\{S_{k}(x, \Sigma)\right\}$ interpolates between the holomorphic sectional curvature, which is $S_{1}(x,\{X\})$, and scalar curvature, which is $S_{m}\left(x, T_{x} M\right)$.
We say that $(M, g)$ has positive $2^{\text {nd }}$ scalar curvature if $S_{2}(x, \Sigma)>0$ for any $x$ and any 2-dimensional complex plane $\Sigma$.
Clearly the positivity of the holomorphic sectional curvature implies the positivity of the $2^{\text {nd }}$ scalar curvature, and the positivity of $S_{k}$ implies the positivity of $S_{l}$ if $k \leq l$. We shall prove the following generalization of the above result of Yang:

Theorem 1.2 Any compact Kähler manifold $M^{m}$ with positive $2^{\text {nd }}$ scalar curvature must be projective. In fact, $h^{2,0}(M)=0$.

Recall that a projective manifold $M$ is said to be rationally connected if any two generic points can be connected by a chain of rational curves. By the work of Kollár, Miyaoka and Mori [5], any projective manifold $M$ admits a rational map $f: M \rightarrow Z$ onto

Heier and Wong [1, Theorem 1.7] proved that any projective manifold $M^{m}$ with $S_{k}>0$ satisfies $\operatorname{rd}(M) \geq m-(k-1)$. So, as a corollary of their result and Theorem 1.2 above, we have:

Corollary If $M^{m}$ is a compact Kähler manifold with positive $2^{\text {nd }}$ scalar curvature then $\operatorname{rd}(M) \geq m-1$. Namely, either $M$ is rationally connected or there is a rational map $f: M \rightarrow C$ from $M$ onto a curve $C$ of positive genus such that, over the complement of a finite subset of $C$, the map $f$ is a holomorphic submersion with compact, smooth fibers and each fiber is a rationally connected manifold.

Note that the intrinsic criterion of the $2^{\text {nd }}$ scalar curvature can be used to imply that all compact Riemann surfaces (by taking a product with a very positive $\mathbb{P}^{1}$ ) are projective, while Yang's result (under the positivity of holomorphic sectional curvature) can only be applied to $\mathbb{P}^{1}$. Since a generic 2 -dimensional complex torus is not algebraic, the projectivity cannot be implied by the positivity of $S_{k}$ with $k \geq 3$ (taking the product of a nonalgebraic torus of complex dimension 2 with a very positive $\mathbb{P}^{1}$, one can endow a Kähler metric with $S_{k}>0$ for $k \geq 3$ on such a nonalgebraic manifold). In view of these examples, our result is sharp in some sense. Moreover, the positivity of $S_{2}$ is stable (namely a open condition) under the holomorphic deformation of the complex manifolds along with the smooth deformation of the Kähler metrics specified by Kodaira and Spencer (see Morrow and Kodaira [7]). Hence, our result provides a condition invariant under small deformation of holomorphic structure. On the other hand, there are celebrated examples of Voisin [14] of Kähler manifolds of complex dimension 4 and above that cannot be deformed into algebraic ones via a complex holomorphic deformation, and the wildly open Kodaira's problem in complex dimension 3 asking whether or not a Kähler threefold can be deformed into a projective manifold.

It is well known that $h^{m, 0}=0$ if $\left(M^{m}, g\right)$ has positive scalar curvature. The traditional Bochner formula also implies the vanishing of $h^{p, 0}=0$ for $k \leq p \leq m$ if the Ricci

Generally speaking, we think it is interesting to obtain algebraic geometric characterizations of the conditions $S_{k}>0$ or $S_{k}<0$, as well as the conditions $\mathrm{Ric}^{\perp}>0$ and $\mathrm{Ric}^{\perp}<0$. The manifolds with $\mathrm{Ric}^{\perp}>0$ were studied recently in Ni and Zheng [11], where a complementary metric criterion for projectivity was given in terms of $\mathrm{Ric}_{2}^{\perp}>0$. A complete classification result for threefolds and a partial classification of fourfolds have been obtained (see Ni and Zheng [12]) for Kähler manifolds with Ric ${ }^{\perp}>0$. The estimates developed in the proof of this paper have also been useful in proving the rational-connectedness of Kähler manifolds with $\mathrm{Ric}_{k}>0$ (see Ni [9]). We refer the interested readers to [9] for these and other notions of curvature positivities as well as many related results and questions.

## $1^{1 / 2} \frac{1}{2}$

## 2 The projectivity of $\boldsymbol{M}$ with positive $\boldsymbol{S}_{\mathbf{2}}$

Here we adopt the argument of [11] to show that the dimension $h^{2,0}(M)$ of $\mathcal{H}^{2,0}(M)$, the space of harmonic (2,0)-forms, equals 0 . Then Theorem 8.3 of [7] implies that $M$ is projective.

First recall the formula below (see [4, Chapter III, Proposition 1.5], as well as [8, Proposition 2.1]).

Lemma 2.1 Let $s$ be a global holomorphic $p$-form on $M^{m}$ which locally is expressed as $s=\frac{1}{p!} \sum_{I_{p}} f_{I_{p}} \varphi_{i_{1}} \wedge \cdots \wedge \varphi_{i_{p}}$, where $I_{p}=\left(i_{1}, \ldots, i_{p}\right)$ and $\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$ is a local unitary coframe. Then

$$
\partial \bar{\partial}|s|^{2}=\langle\nabla s, \bar{\nabla} s\rangle-\tilde{R}(s, \bar{s}, \cdot, \cdot)
$$

where $\widetilde{R}$ stands for the curvature of the Hermitian bundle $\bigwedge^{p} \Omega$, where $\Omega=\left(T^{\prime} M\right)^{*}$ is the holomorphic cotangent bundle of $M$. The metric on $\bigwedge^{p} \Omega$ is derived from the metric of $M^{m}$. Then, for any unitary coframe $\left\{\varphi_{i}\right\}$,

$$
\begin{equation*}
\left.\left.\langle\sqrt{-1} \partial \bar{\partial}| s\right|^{2}, \frac{1}{\sqrt{-1}} v \wedge \bar{v}\right\rangle=\left\langle\nabla_{v} s, \bar{\nabla}_{v} s\right\rangle+\frac{1}{p!} \sum_{I_{p}} \sum_{k=1}^{p} \sum_{l=1}^{m} R_{v \bar{v} i_{k} \bar{l}} f_{I_{p}}{\overline{f_{1}} \ldots(l)_{k} \ldots i_{p}} \tag{2-1}
\end{equation*}
$$

Also, given any $x_{0}$ and $v \in T_{x_{0}}^{\prime} M$, there exists a unitary coframe $\left\{\varphi_{i}\right\}$ at $x_{0}$, which may depend on $v$, such that

$$
\begin{equation*}
\left.\left.\langle\sqrt{-1} \partial \bar{\partial}| s\right|^{2}, \frac{1}{\sqrt{-1}} v \wedge \bar{v}\right\rangle=\left\langle\nabla_{v} s, \bar{\nabla}_{v} s\right\rangle+\frac{1}{p!} \sum_{I_{p}} \sum_{k=1}^{p} R_{v \bar{v} \bar{i}_{k} \bar{i}_{k}}\left|f_{I_{p}}\right|^{2} . \tag{2-2}
\end{equation*}
$$

Recall that for any given skew-symmetric $m \times m$ matrix $A$, there always exists a unitary matrix $U$ such that such that ${ }^{t} U A U$ is in block diagonal form where each nonzero diagonal block is a constant multiple of $F$ with

$$
F=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

see [3, Corollary 4.4.19] for a proof. In particular, given any $(2,0)$-form $\psi$ and at any given point $x_{0}$, there always exists a local unitary coframe $\left\{\varphi_{i}\right\}$ such that, at $x_{0}$,

$$
\psi=\lambda_{1} \varphi_{1} \wedge \varphi_{2}+\lambda_{2} \varphi_{3} \wedge \varphi_{4}+\cdots+\lambda_{k} \varphi_{2 k-1} \wedge \varphi_{2 k}
$$

where $2 k$ is the rank of the coefficient matrix $A$ of $\psi$ expressed under any unitary coframe. Now we are ready to prove Theorem 1.2.

Proof of Theorem 1.2 We prove the result by contradiction. Assume $\mathcal{H}^{2,0}(M) \neq\{0\}$. Let $\psi \in \mathcal{H}^{2,0}(M)$ be a nonzero harmonic form. It is well known that it is holomorphic. Let $k \leq m$ be the largest integer such that $\psi^{k+1} \equiv 0$ but $\psi^{k}$ is not identically zero. Then $s=\psi^{k}$ is a nontrivial holomorphic $2 k$-form. Let $x_{0}$ be a point where $|s|^{2}$ attains its maximum. Under any local unitary coframe $\left\{\varphi_{i}\right\}$, write $\psi=\sum_{i, j} a_{i j} \varphi_{i} \wedge \varphi_{j}$. The matrix $A=\left(a_{i j}\right)$ at $x_{0}$ is skew-symmetric. So, replacing $\varphi$ by another local unitary coframe if necessary, one may assume that, at $x_{0}$,

$$
\psi=\lambda_{1} \varphi_{1} \wedge \varphi_{2}+\lambda_{2} \varphi_{3} \wedge \varphi_{4}+\cdots+\lambda_{k} \varphi_{2 k-1} \wedge \varphi_{2 k}
$$

where $\lambda_{i} \neq 0$ for $1 \leq i \leq k$. Write $s=\frac{1}{p!} \sum_{I_{p}} f_{I_{p}} \varphi_{i_{1}} \wedge \cdots \wedge \varphi_{i_{p}}$ with $p=2 k$. We see that, at the point $x_{0}$, the coefficients $f_{I_{p}}$ of $s$ are

$$
f_{12 \ldots p}=\lambda:=\lambda_{1} \lambda_{2} \cdots \lambda_{k} \neq 0
$$

while all other $f_{I_{p}}=0$. By formula (2-1) in Lemma 2.1, we get

$$
\left.0 \geq\left.\langle\sqrt{-1} \partial \bar{\partial}| \sigma\right|^{2}, \frac{1}{\sqrt{-1}} v \wedge \bar{v}\right\rangle \geq \frac{|\lambda|^{2}}{(2 k)!} \sum_{i=1}^{2 k} R_{v \bar{v} i \bar{u}}
$$

for any $v$. Taking $v=e_{j}$, where $\left\{e_{1}, \ldots, e_{m}\right\}$ is the unitary tangent frame dual to $\left\{\varphi_{i}\right\}$, and summing over $j$, we have that, at $x_{0}$,

$$
\begin{equation*}
\sum_{i, j=1}^{2 k} R_{i \bar{l} j \bar{J}} \leq 0 \tag{2-3}
\end{equation*}
$$

On the other hand, it is easy to see that $S_{2}>0$ implies that $S_{2 k}>0$. This is a contradiction to (2-3). Hence there is no nonzero $\psi \in \mathcal{H}^{2,0}(M)$.

In [9], via a different technique, the result has been extended to Kähler manifolds with so-called RC-2 positivity; namely, for any two unitary vectors $\left\{E_{1}, E_{2}\right\}$, there exists $v$ such that $R\left(v, \bar{v}, E_{1}, \bar{E}_{1}\right)+R\left(v, \bar{v}, E_{2}, \bar{E}_{2}\right)>0$.

## 3 Some related estimates

Let $\Sigma$ be a $2-$ plane with $S_{2}\left(x_{0}, \Sigma\right)=\inf _{\Sigma^{\prime}} S_{2}\left(x_{0}, \Sigma^{\prime}\right)$. Denote by $f h(Z)$ the average of the integral of the function $h$ over $\mathbb{S}^{3} \subset \Sigma$. Choose a local unitary frame $e$ at $x_{0}$ so that $f R(v, \bar{v}, \cdot, \overline{(\cdot)})$ is diagonalized. Then, for any holomorphic 2-form $s=$ $\sum_{i \neq j} f_{i j} \varphi_{i} \wedge \varphi_{j}$, where $\left\{\varphi_{i}\right\}$ is dual to $e$, by integrating the Bochner formula (2-1) of
7

Proposition 3.1 For any $E \in \Sigma$, any $E^{\prime} \perp \Sigma$ with $|E|=\left|E^{\prime}\right|=1$ and any 2dimensional plane $\Sigma^{\prime} \subset T_{p}^{\prime} M$ with $\Sigma^{\prime} \neq \Sigma$ and unitary frame $\left\{v_{1}, v_{2}\right\}$, we have

$$
\begin{equation*}
f R\left(E^{\prime}, \bar{E}^{\prime}, Z, \bar{Z}\right) d \theta(Z) \geq \frac{1}{6} S_{2}\left(x_{0}, \Sigma\right) \tag{3-4}
\end{equation*}
$$

Here $\mu_{1}$ and $\mu_{2}$ are the singular values of the projection $P$ from $\Sigma^{\prime}$ to $\Sigma$, and $\left\{E_{1}, E_{2}\right\}$ is a unitary basis of $\Sigma$ such that $P v_{1}=\mu_{1} E_{1}$ and $P v_{2}=\mu_{2} E_{2}$.

The relevance to Theorem 1.2 is that, at $x_{0}$ where $|s|^{2}$ attains its maximum, we have

$$
0 \geq f \partial_{v} \bar{\partial}_{\bar{v}}|s|^{2} d \theta(v)=f\left\langle\nabla_{v} s, \bar{\nabla}_{\bar{v}} \bar{s}\right\rangle+\frac{1}{2} \sum_{i, j=1}^{m}\left|f_{i j}\right|^{2}\left(R_{v \bar{v} i \bar{\imath}}+R_{v \bar{v} j \bar{J}}\right) d \theta(v)
$$

The integral is clearly independent of the choice of unitary frame of the 2-dimensional space spanned by $\left\{e_{i}, e_{j}\right\}$ and the choice of unitary frame $\left\{E_{1}, E_{2}\right\}$ of $\Sigma$. If the righthand side of (3-3) has a positive lower bound, the maximum principle shows that $|s|^{2}=0$ at $x_{0}$, and thus $|s|^{2}=0$ everywhere, which gives another proof Theorem 1.2. Since the estimates of Proposition 3.1 have other applications, we include a proof here. The proof needs some basic algebra and computations. Let $a \in \mathfrak{u}(m)$ be an element of
${ }_{1}^{1} / 2 \frac{1}{2}$ the Lie algebra of $U(m)$. Consider the function

$$
f(t)=f H\left(e^{t a} X\right) d \theta(X)
$$

By the choice of $\Sigma, f(t)$ attains its minimum at $t=0$. This implies that $f^{\prime}(0)=0$ and $f^{\prime \prime}(0) \geq 0$. Hence,

$$
\begin{align*}
& f(R(a(X), \bar{X}, X, \bar{X})+R(X, \bar{a}(\bar{X}), X, \bar{X})) d \theta(X)=0  \tag{3-5}\\
& \begin{array}{l}
f\left(R\left(a^{2}(X), \bar{X}, X, \bar{X}\right)+R\left(X, \bar{a}^{2}(\bar{X}), X, \bar{X}\right)\right. \\
\\
\quad+4 R(a(X), \bar{a}(\bar{X}), X, \bar{X})) d \theta(X) \\
\quad+f(R(a(X), \bar{X}, a(X), \bar{X})+R(X, \bar{a}(\bar{X}), X, \bar{a}(\bar{X}))) d \theta(X) \geq 0 .
\end{array} \tag{3-6}
\end{align*}
$$

We exploit these by looking into some special cases of $a$. Let $W \perp \Sigma$ and $Z \in \Sigma$ be two fixed vectors with $|W|=1$. Let $a=\sqrt{-1}(Z \otimes \bar{W}+W \otimes \bar{Z})$. Then

$$
a(X)=\sqrt{-1}\langle X, \bar{Z}\rangle W \quad \text { and } \quad a^{2}(X)=-\langle X, \bar{Z}\rangle Z .
$$

To show (3-2), let us apply (3-5) to $a$ and also to the element of $\mathfrak{u}(m)$ with $W$ replaced by $\sqrt{-1} W$, and add the resulting estimates together to get

$$
f\langle X, \bar{Z}\rangle R(W, \bar{X}, X, \bar{X}) d \theta(X)=0
$$

Taking $Z=E_{1}$, we have

$$
\begin{aligned}
& \qquad \begin{aligned}
0 & =f x_{1} R(W, \bar{X}, X, \bar{X}) d \theta(X) \\
& =f\left(\left|x_{1}\right|^{4} R\left(W, \bar{E}_{1}, E_{1}, \bar{E}_{1}\right)+2\left|x_{1} x_{2}\right|^{2} R\left(W, \bar{E}_{1}, E_{2}, \bar{E}_{2}\right)\right) d \theta(X) \\
& =\frac{1}{3}\left(R\left(W, \bar{E}_{1}, E_{1}, \bar{E}_{1}\right)+R\left(W, \bar{E}_{1}, E_{2}, \bar{E}_{2}\right)\right) \\
& =\frac{2}{3} f\left(\left|x_{1}\right|^{2} R\left(W, \bar{E}_{1}, E_{1}, \bar{E}_{1}\right)+\left|x_{2}\right|^{2} R\left(W, \bar{E}_{1}, E_{2}, \bar{E}_{2}\right)\right) d \theta(X) \\
& =\frac{2}{3} f R\left(W, \bar{E}_{1}, X, \bar{X}\right) d \theta(X) .
\end{aligned} \text { Similarly, } f R\left(W, \bar{E}_{2}, X, \bar{X}\right) d \theta(X)=0 ; \text { hence, (3-2) holds. }
\end{aligned}
$$

$$
1^{1} / 2 \frac{1}{2}
$$

$\frac{3}{4}$
$\frac{5}{\frac{6}{7}}$
Letting $Z=E_{i}$, we get
$4 f\left|x_{i}\right|^{2} R(W, \bar{W}, X, \bar{X}) d \theta(X) \geq f x_{i} R\left(E_{i}, \bar{X}, X, \bar{X}\right)+\bar{x}_{i} R\left(X, \bar{E}_{i}, X, \bar{X}\right) d \theta$
Adding up for $i=1,2$ yields

$$
4 f R(W, \bar{W}, X, \bar{X}) d \theta(X) \geq 2 f R(X, \bar{X}, X, \bar{X}) d \theta=\frac{2}{3} S_{2}\left(x_{0}, \Sigma\right)
$$

thus, formula (3-4) holds.
To prove (3-3) we need to consider general $W$ which may not be perpendicular to $\Sigma$. In other words, we consider the case $|Z|=|W|=1$ and $Z \in \Sigma$ :

$$
\begin{aligned}
a(X) & =\sqrt{-1}(\langle X, \bar{Z}\rangle W+\langle X, \bar{W}\rangle Z) \\
a^{2}(X) & =-\langle X, \bar{Z}\rangle(Z+\langle W, \bar{Z}\rangle W)-\langle X, \bar{W}\rangle(W+\langle Z, \bar{W}\rangle Z)
\end{aligned}
$$

Substituting this and the element with $W$ replaced by $\sqrt{-1} W$ into (3-6) and adding the results up, we get the estimate

$$
\begin{align*}
& 4 f|\langle X, \bar{Z}\rangle|^{2} R(W, \bar{W}, X, \bar{X})+|\langle X, \bar{W}\rangle|^{2} R(Z, \bar{Z}, X, \bar{X}) d \theta(X)  \tag{3-8}\\
& \quad \geq f\langle X, \bar{Z}\rangle R(Z, \bar{X}, X, \bar{X})+\langle Z, \bar{X}\rangle R(X, \bar{Z}, X, \bar{X}) d \theta(X) \\
& \quad+f\langle X, \bar{W}\rangle R(W, \bar{X}, X, \bar{X})+\langle W, \bar{X}\rangle R(X, \bar{W}, X, \bar{X}) d \theta(X) \\
& \quad+2 f\langle X, \bar{Z}\rangle\langle X, \bar{W}\rangle R(W, \bar{X}, Z, \bar{X}) \\
& \quad+\langle Z, \bar{X}\rangle\langle W, \bar{X}\rangle R(X, \bar{W}, X, \bar{Z}) d \theta(X)
\end{align*}
$$

Applying the above to $Z=E_{i}(i=1,2)$ and summing the results we have

$$
\begin{aligned}
\text { (3-9) } & 4 f R(W, \bar{W}, X, \bar{X})+|\langle X, \bar{W}\rangle|^{2}\left(R_{1 \overline{1} X \bar{X}}+R_{2 \overline{2} X \bar{X}}\right) d \theta(X) \\
& \geq \frac{2}{3} S_{2}\left(x_{0}, \Sigma\right)+4 f\langle X, \bar{W}\rangle R(W, \bar{X}, X, \bar{X})+\langle W, \bar{X}\rangle R(X, \bar{W}, X, \bar{X}) d \theta(X)
\end{aligned}
$$

Now we want to apply the above to all unit vectors $W \in \Sigma^{\prime}$ and take the average. Denote by $P$ the orthogonal projection to $\Sigma$. Let $\left\{v_{1}, v_{2}\right\}$ be a unitary basis of $\Sigma^{\prime}$. Replacing
${ }_{1}^{1 / 2} \frac{1}{2}\left\{v_{1}, v_{2}\right\}$ by a new unitary basis $\left\{a v_{1}+b v_{2},-\bar{a} v_{1}+\bar{b} v_{2}\right\}$ (where $|a|^{2}+|b|^{2}=1$ ) if necessary, we may assume that $P v_{1} \perp P v_{2}$. So we can choose a unitary basis $\left\{E_{1}, E_{2}\right\}$ of $\Sigma$ such that $v_{1}=\mu_{1} E_{1}+\alpha E^{\prime}$ and $v_{2}=\mu_{2} E_{2}+\beta E^{\prime \prime}$ with $\mu_{i}$ being the singular value of the projection to $\Sigma$ restricted to $\Sigma^{\prime}$, and with $E^{\prime}, E^{\prime \prime} \in \Sigma^{\perp}$. Now we apply (3-9) to $W \in \mathbb{S}^{3} \subset \Sigma^{\prime}$. First we observe that
$2 f R\left(v_{1}, \bar{v}_{1}, X, \bar{X}\right)+R\left(v_{2}, \bar{v}_{2}, X, \bar{X}\right) d \theta(X)$ $=4 f_{\mathbb{S}^{3} \subset \Sigma^{\prime}} f R(W, \bar{W}, X, \bar{X}) d \theta(X) d \theta(W)$.
The second term on the left-hand side of (3-9) has average value

$$
\begin{aligned}
L_{2} & =4 f_{\mathbb{S}^{3} \subset \Sigma^{\prime}} f|\langle X, \bar{W}\rangle|^{2}\left(R_{1 \overline{1} X \bar{X}}+R_{2 \overline{2} X \bar{X}}\right) d \theta(X) d \theta(W) \\
& =2 f\left(\left|\left\langle X, \bar{v}_{1}\right\rangle\right|^{2}+\left|\left\langle X, \bar{v}_{2}\right\rangle\right|^{2}\right)\left(R_{1 \overline{1} X \bar{X}}+R_{2 \overline{2} X \bar{X}}\right) d \theta(X)
\end{aligned}
$$

Expressing $X=x_{1} E_{1}+x_{2} E_{2}$, we have

$$
\begin{aligned}
& 2 f\left|\left\langle X, \bar{v}_{1}\right\rangle\right|^{2}\left(R_{1 \overline{1} X \bar{X}}+R_{2 \overline{2} X \bar{X}}\right) d \theta(X) \\
& =2\left|\mu_{1}\right|^{2} f\left|x_{1}\right|^{2}\left(R_{1 \overline{1} X \bar{X}}+R_{2 \overline{2} X \bar{X}}\right) d \theta \\
& =2\left|\mu_{1}\right|^{2} f\left(\left|x_{1}\right|^{4} R_{1 \overline{1} 1 \overline{1}}+R_{1 \overline{1} 2 \overline{2}}\left|x_{1}\right|^{2}\left|x_{2}\right|^{2}\right) d \theta \\
& \quad+2\left|\mu_{1}\right|^{2} f\left(\left|x_{1}\right|^{4} R_{1 \overline{1} 2 \overline{2}}+R_{2 \overline{2} 2 \overline{2}}\left|x_{1}\right|^{2}\left|x_{2}\right|^{2}\right) d \theta \\
& =\frac{2}{3}\left|\mu_{1}\right|^{2} R_{1 \overline{1} 1 \overline{1}}+\left|\mu_{1}\right|^{2} R_{1 \overline{1} 2 \overline{2}}+\frac{1}{3}\left|\mu_{1}\right|^{2} R_{2 \overline{2} \overline{2} \overline{2}} .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
& 2 f\left|\left\langle X, \bar{v}_{2}\right\rangle\right|^{2}\left(R_{1 \overline{1} X \bar{X}}+R_{2 \overline{2} X \bar{X}}\right) d \theta(X) \\
&=\frac{2}{3}\left|\mu_{2}\right|^{2} R_{2 \overline{2} 2 \overline{2}}+\left|\mu_{2}\right|^{2} R_{1 \overline{1} \overline{2}}+\frac{1}{3}\left|\mu_{2}\right|^{2} R_{1 \overline{1} 1 \overline{1}} .
\end{aligned}
$$

The second term on the right-hand side of (3-9) has average value

$$
\begin{aligned}
& R_{2}=4 f_{\mathbb{S}^{3} \subset \Sigma^{\prime}} f\langle X, \bar{W}\rangle R(W, \bar{X}, X, \bar{X})+\langle W, \bar{X}\rangle R(X, \bar{W}, X, \bar{X}) d \theta(X) d \theta(W) \\
& =2 f\left\langle X, \bar{v}_{1}\right\rangle R\left(v_{1}, \bar{X}, X, \bar{X}\right)+\left\langle v_{1}, \bar{X}\right\rangle R\left(X, \bar{v}_{1}, X, \bar{X}\right) d \theta(X) \\
& \quad+2 f\left\langle X, \bar{v}_{2}\right\rangle R\left(v_{2}, \bar{X}, X, \bar{X}\right)+\left\langle v_{2}, \bar{X}\right\rangle R\left(X, \bar{v}_{2}, X, \bar{X}\right) d \theta(X) .
\end{aligned}
$$

$11 / 2 \frac{1}{2}$ We compute

$$
\begin{aligned}
2 f\left\langle X, \bar{v}_{1}\right\rangle R\left(v_{1}, \bar{X}, X, \bar{X}\right) & =2 f x_{1}\left(\left|\mu_{1}\right|^{2} R_{1 \bar{X} X \bar{X}}+\bar{\mu}_{1} \alpha R_{E^{\prime} \bar{X} X \bar{X}}\right) d \theta \\
& =2\left|\mu_{1}\right|^{2} f x_{1} R_{1 \bar{X} X \bar{X}} d \theta+\frac{2}{3} \bar{\mu}_{1} \alpha\left(R_{E^{\prime} \overline{1} \overline{1} \overline{1}}+R_{E^{\prime} \overline{1} \overline{2} \overline{2}}\right) \\
& =2\left|\mu_{1}\right|^{2} f\left(\left|x_{1}\right|^{4} R_{1 \overline{1} 1 \overline{1}}+2\left|x_{1}\right|^{2}\left|x_{2}\right|^{2} R_{1 \overline{1} 2 \overline{2}}\right) d \theta \\
& =\frac{2}{3}\left|\mu_{1}\right|^{2}\left(R_{1 \overline{1} 1 \overline{1}}+R_{1 \overline{1} 2 \overline{2}}\right)
\end{aligned}
$$

Hence, after adding the result with its conjugation, we have

$$
2 f\left\langle X, \bar{v}_{1}\right\rangle R\left(v_{1}, \bar{X}, X, \bar{X}\right)+\left\langle v_{1}, \bar{X}\right\rangle R\left(X, \bar{v}_{1}, X, \bar{X}\right) d \theta(X)
$$

$$
=\frac{4}{3}\left|\mu_{1}\right|^{2}\left(R_{1 \overline{1} 1 \overline{1}}+R_{1 \overline{1} 2 \overline{2}}\right)
$$

Similarly, we have

$$
\begin{aligned}
2 f\left\langle X, \bar{v}_{2}\right\rangle R\left(v_{2}, \bar{X}, X, \bar{X}\right)+\left\langle v_{2}, \bar{X}\right\rangle R\left(X, \bar{v}_{2}, X, \bar{X}\right) d \theta & (X) \\
& =\frac{4}{3}\left|\mu_{2}\right|^{2}\left(R_{2 \overline{2} 2 \overline{2}}+R_{1 \overline{1} 2 \overline{2}}\right)
\end{aligned}
$$

Therefore, we have
$R_{2}=\frac{4}{3}\left|\mu_{1}\right|^{2}\left(R_{1 \overline{1} 1 \overline{1}}+R_{1 \overline{1} 2 \overline{2}}\right)+\frac{4}{3}\left|\mu_{2}\right|^{2}\left(R_{2 \overline{2} 2 \overline{2}}+R_{1 \overline{1} 2 \overline{2}}\right)$.
Putting them all together and noting that $S_{2}\left(x_{0}, \Sigma\right)=R_{1 \overline{1} \overline{1}}+2 R_{1 \overline{1} 2 \overline{2}}+R_{2 \overline{2} 2 \overline{2}}$, we get $2 f R\left(v_{1}, \bar{v}_{1}, X, \bar{X}\right)+R\left(v_{2}, \bar{v}_{2}, X, \bar{X}\right) d \theta(X)$

$$
\geq \frac{2}{3} S_{2}\left(x_{0}, \Sigma\right)+\frac{1}{6}\left(\left|\mu_{1}\right|^{2}+\left|\mu_{2}\right|^{2}\right) S_{2}\left(x_{0}, \Sigma\right)+\frac{1}{2}\left(\left|\mu_{1}\right|^{2}-\left|\mu_{2}\right|^{2}\right)\left(R_{1 \overline{1} 1 \overline{1}}-R_{2 \overline{2} 2 \overline{2}}\right)
$$

This proves (3-3).

## 4 The high-dimensional case

Now, for a $k$-dimensional subspace $\Sigma \subset T_{x_{0}}^{\prime} M$ with $S_{k}\left(x_{0}, \Sigma\right)=\inf _{\Sigma^{\prime}} S_{k}\left(x_{0}, \Sigma^{\prime}\right)$, we derive estimates similar to Proposition 3.1.

Proposition 4.1 Let $\Sigma$ and $\Sigma^{\prime}$ be two $k$-dimensional subspaces of $T_{x_{0}}^{\prime} M$. Assume that $S_{k}\left(x_{0}, \Sigma\right)=\inf _{\Sigma^{\prime}} S_{k}\left(x_{0}, \Sigma^{\prime}\right)$, and that $\left\{v_{1}, \ldots, v_{k}\right\}$ and $\left\{E_{1}, \ldots, E_{k}\right\}$ are unitary frames at $x_{0}$ of $\Sigma^{\prime}$ and $\Sigma$, respectively. Let $\left\{\mu_{i}\right\}$ be the singular values of the projection

$$
\begin{equation*}
f R\left(E, \bar{E}^{\prime}, Z, \bar{Z}\right) d \theta(Z)=f R\left(E^{\prime}, \bar{E}, Z, \bar{Z}\right) d \theta(Z)=0, \tag{4-1}
\end{equation*}
$$

$$
\text { (4-2) } f\left(\sum_{j=1}^{k} R\left(v_{j}, \bar{v}_{j}, Z, \bar{Z}\right)\right) d \theta(Z)
$$

$$
\geq \frac{1}{k(k+1)}\left(\sum_{i=1}^{k}\left(1-\left|\mu_{i}\right|^{2}\right)\right) S_{k}\left(x_{0}, \Sigma\right)+\frac{1}{k} \sum_{i=1}^{k}\left(\left|\mu_{i}\right|^{2} \sum_{j=1}^{k} R_{i \bar{i} j \bar{J}}\right),
$$

$$
f R\left(E^{\prime}, \bar{E}^{\prime}, Z, \bar{Z}\right) d \theta(Z) \geq \frac{S_{k}\left(x_{0}, \Sigma\right)}{k(k+1)}
$$

Proof Let $f(t)$ be the function constructed by the variation under the 1 -parameter family of unitary transformations. The equations (3-5) and (3-6), as well as their proofs, remain the same. The proofs of (4-1) and (4-3) are exactly analogous to those of (3-2) and (3-4), so we omit them.

To prove (4-2) we apply (3-8) with $Z=E_{i}$ and add the results up:

$$
\begin{align*}
& 4 f R(W, \bar{W}, X, \bar{X})+|\langle X, \bar{W}\rangle|^{2}\left(\sum_{j=1}^{k} R_{j \bar{\jmath} X \bar{X}}\right) d \theta(X)  \tag{4-4}\\
& \quad \geq \frac{4}{k(k+1)} S_{k}\left(x_{0}, \Sigma\right) \\
& \quad+(k+2) f\langle X, \bar{W}\rangle R(W, \bar{X}, X, \bar{X})+\langle W, \bar{X}\rangle R(X, \bar{W}, X, \bar{X}) d \theta(X)
\end{align*}
$$

For the given $k$-planes $\Sigma$ and $\Sigma^{\prime}$, we may always choose a unitary basis $\left\{v_{1}, \ldots, v_{k}\right\}$ of $\Sigma^{\prime}$ and a unitary basis $\left\{E_{1}, \ldots, E_{k}\right\}$ of $\Sigma$ so that the restriction on $\Sigma^{\prime}$ of the projection map to $\Sigma$ is given by a diagonal matrix under these bases. That is, $v_{i}=\mu_{i} E_{i}+\alpha_{i} E_{i}^{\prime}$ for each $i$, with $E_{i}^{\prime} \perp \Sigma$ and where the $\left\{\mu_{i}\right\}$ are the singular values of the projection from $\Sigma^{\prime}$ to $\Sigma$.

Now we apply (4-4) to $W \in \mathbb{S}^{2 k-1} \subset \Sigma^{\prime}$ and take the average of the result:

$$
\frac{4}{k} f \sum_{i=1}^{k} R\left(v_{i}, \bar{v}_{i}, X, \bar{X}\right) d \theta(X)=4 f_{\mathbb{S}^{2 k-1} \subset \Sigma^{\prime}} f R(W, \bar{W}, X, \bar{X}) d \theta(X) d \theta(W)
$$

## $11 / 2 \frac{1}{2}$ Similarly we can calculate

$$
\begin{aligned}
& 4 f_{\mathbb{S}^{2 k-1} \subset \Sigma^{\prime}} f|\langle X, \bar{W}\rangle|^{2}\left(\sum_{j=1}^{k} R_{j \bar{\jmath} X \bar{X}}\right) d \theta(X) d \theta(W) \\
& =\frac{4}{k} f\left(\sum_{i=1}^{k}\left|\left\langle X, \bar{v}_{i}\right\rangle\right|^{2}\right)\left(\sum_{j=1}^{k} R_{j \bar{J} X \bar{X}}\right) d \theta(X) \\
& =\frac{4}{k} \frac{1}{k(k+1)} \sum_{i=1}^{k}\left(\left|\mu_{i}\right|^{2}\left(S_{k}+\sum_{j=1}^{k} R_{i \bar{l} j \bar{J}}\right)\right), \\
& \text { while } \\
& (k+2) f_{\mathbb{S}^{2 k-1} \subset \Sigma^{\prime}} f\langle X, \bar{W}\rangle R(W, \bar{X}, X, \bar{X})+\langle W, \bar{X}\rangle R(X, \bar{W}, X, \bar{X}) d \theta(X) d \theta(W) \\
& =\frac{k+2}{k} f \sum_{i=1}^{k}\left\langle X, \bar{v}_{i}\right\rangle R\left(v_{i}, \bar{X}, X, \bar{X}\right)+\left\langle v_{i}, \bar{X}\right\rangle R\left(X, \bar{v}_{i}, X, \bar{X}\right) d \theta(X) .
\end{aligned}
$$

Using (4-1), the first half in the equation above can be further simplified into

$$
\begin{aligned}
\frac{k+2}{k} f \sum_{i=1}^{k}\left\langle X, \bar{v}_{i}\right\rangle R( & \left.v_{i}, \bar{X}, X, \bar{X}\right) d \theta(X) \\
& =\frac{k+2}{k} f \sum_{i=1}^{k} x_{i}\left(\left|\mu_{i}\right|^{2} R_{i \bar{X} X \bar{X}}+\bar{\mu}_{i} \alpha_{i} R_{E_{i}^{\prime} \bar{X} X \bar{X}}\right) d \theta(X) \\
& =\frac{k+2}{k} f \sum_{i=1}^{k} x_{i}\left(\left|\mu_{i}\right|^{2} R_{i \bar{X} X \bar{X}}\right) d \theta(X) \\
& =\frac{k+2}{k} \sum_{i=1}^{k}\left|\mu_{i}\right|^{2} f\left(\left|x_{i}\right|^{4} R_{i \bar{l} i \bar{\imath}}+2 \sum_{j \neq i}\left|x_{i} x_{j}\right|^{2} R_{i \bar{l} j \bar{J}}\right) d \theta(X) \\
& =\frac{k+2}{k} \frac{2}{k(k+1)} \sum_{i=1}^{k}\left(\left|\mu_{i}\right|^{2} \sum_{j=1}^{k} R_{i \bar{l} j \bar{J}}\right)
\end{aligned}
$$

Putting the above together we have (4-2).
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