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Preface ) ) ) .
NCAlgebra is a package which runs under Mathematica. It is an algebra program

designed to facilitate manipulation and reduction of noncommutative algebraic expressions.
Specifically, it allows computer calculation in an ALGEBRA WITH TRANSPOSES OR
ADJOINTS. Such computations are common in many areas but our background is operator
theory and engineering systems so we are aiming at applications in these areas rather than
at the theory of symbolic computation.

A noncommutative Grébner basis package is also available which is C++ linked
to NCAlgebra. At the moment we trust it under the Solaris operating system or Linux
only. Someday we hope to support Microsoft Windows.

We have added files which allow one to use some of the functionality of the
Mathematica package Control System Professional with noncommuting indeterminates.

Also included is a package for doing differentiation with complex variables. This
package manipulates expressions in terms of the variable z and z rather than by using real
and imaginary parts.

We are including a collection of files for doing system engineering. These are
focused specifically on computations which occur in doing H* control research. Our intent
is not to produce a symbolic introduction to system theory but to focus on special areas
of our own research with the hope that others will write more general systems packages.
The interested user should read SYSDOC.dvi which is included and see the appendix on
running SYSTEMS.

We see this package as a competitor to the yellow pad. Once you get used to
it this might be considerably more effective for some types of hand calculations. Like
Mathematica the emphasis is on interaction with the program and flexibility (see the
section on Editing in the Helpful Tricks chapter (Chapter 5)).

NCAlgebra uses a slight modification of the Mathematica operation NonCommu-
tativeMultiply (denoted by **). Many of the NCAlgebra functions are noncommutative
versions of Mathematica functions used for simplification of commutative algebraic expres-
sions. For example, the functions NCExpand and NCCollect extend the utility of the usual
Mathematica functions Expand and Collect to algebraic expressions including noncommu-
tative multiplications. NCExpand expands complicated (multi-parentheses) expressions
and thus facilitates additive cancellation of terms. NCCollect does the opposite— it col-
lects like terms. In addition, a number of more specialized functions are designed to assist
in solving particular types of algebraic problems. These currently include capabilities for
block matrix manipulation, multi-dimensional differentiation, and specialized applications
in systems theory.

IMPORTANT NOTE/WARNING: The files which end with the suffix “.Extra” files
which are provided with the NCAlgebra package are not supported!!! So the user must be-
ware!!l They are a combination of routines which we may support in the future and “things
that seemed like they might be useful sometimes but may not be of use or appropriate to
use in every situation.” See also APPENDIX F.

In Chapter 1 we present a few simple examples. These actually contain more

than you need to know to have a good time with NCAlgebra. Once you have read about
two pages you are already WELL INTO NCAlgebra.
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0.1 ReleaseNotes NCAlgebra

ReleaseNotes NCAlgebra3.5 Sept. 2001

Basic Changes You no longer have to set every variable to be noncommutative. We have
a command NCGuts which has an option called NCSetNC. When set to True, all letters
are automatically noncommutative unless SetCommutative makes them commutative.

A further option of NCGuts allows one to use “**” to multiply matrices with
noncommutative entries — the more cumbersome MatMult command is no longer needed.
While this option seems dangerous to Bill, it makes many computations prettier and easier
to type. If you don’t trust the answer, then don’t use the option.

Commands For Matricies With Noncommuting Entries We now have an LDU
decomposition for matricies with noncommuting entries. Also, there is a command for
computing the inverse of such matrices (however this only works under strong assump-
tions).

NCMatrixOfQuadratic gives a vector matrix factorization of a symmetric quadratic
noncommutative function.

A Second Derivative Command NCHessian computes the Hessian of a function with
noncommuting variables and coefficents.

Computing The Region Where A Noncommutative Function is Convex NC-
ConvexityRegion is a command used to determine the region of formal noncommutative
inequalities where a given noncommutative function is convex.

Basic Changes

NCGuts: NCGuts holds set of options geared for simplifying transposing, finding the
inverse, and multiplying matrices conaining noncommuting variables.

NCStrongProductl — > False is the first option of NCGuts. When True, ** serves
to multiply matrices with noncommutative entries as well as maintaining its original
function. In addition, tp[ | and tpMat are the same. The default setting is True.

NCStrongProduct2 — > False is the second option of NCGuts. When set to True,
if M is a matrix with noncommutative entries, inv[M] returns a formula expression
for the inverse of M. NCStrongProduct2 forces NCStrongProduct1.

NCSetNC — > False is the last option of NCGuts. When set to True, all letters are
automatically noncommutative unless SetCommutative makes them commutative.
This replaces the need for repeated calls to SetNonCommutative.

Commands For Matricies With Noncommuting Entries

NCLDUDecomposition: Given a square matrix M with noncommutative entries, this
command finds the LDU decomposition of M. It returns a list of four elements,
namely L, D,U, and P such that PXPT = LDU. The first element is the lower
triangular matrix L, the second element is the diagonal matrix D, the third element
is the upper triangular matrix U, and the fourth is the permutation matrix P (the
identity is returned if no permutation is needed). As an option, it may also return a
list of the permutations used at each step of the LDU factorization as a fifth element.

NCAllPermutationLDU: NCAIllPermutationLDU returns the LDU decomposition of a ma-
trix after all possible column permutations are applied. The code cycles through all
possible permutations and calls NCLDUDecomposition for each one. As an option,
the permutations used for each LDU decomposition can also be returned.
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NCMatrixOfQuadratic: NCMatrixOfQuadratic gives a vector matrix factorization of a
symmetric quadratic noncommutative function. A three element list is the output.
The first element is the left border vector, the second element is a symmetric coef-
ficent matrix, and the third is the right border vector. The border vectors contain
the variables in the given quadratic function and their transposes.

NCIndependenceCheck: NClIndependenceCheck verifies whether or not a given set of
polynomials are independent or not. It analyzes each list of polynomials separately.
There are three possible types of outputs for each list. Two of them correspond to
NClIndependenceCheck successfully determining whether or not the list of polynomi-
als is independent. The third type of output corresponds to an unsuccessful attempt
at determining dependence or independence.

NCBorderVectorGather: NCBorderVectorGather can be used to gather the polynomial
coefficents preceeding the elements given in a list of variables whenever they occur.

NCPermutationMatrix: NCPermutationMatrix returns the permutation matrix associ-
ated with the list of the first n integers. It gives the identity matrix with its columns
re-ordered.

NCMatrixToPermutation: NCMatrixToPermutation returns the permutation associated
with the permutation matrix, aMatrix. It is the inverse of NCPermutationMatrix.

NCInverse: NClnverse gives a symbolic inverse of a matrix with noncommutative entries.

A Second Derivative Command

NCHessian: NCHessian computes the Hessian of a function with noncommuting variables
and coefficents. This is a second directional derivative which can be thought of as
the second order term in the noncommutative Taylor expansion. Output will be a
symmetric quadratic function with respect to the directions of differentiation.

Computing The Region Where A Noncommutative Function is Convex

NCConvexityRegion: This command is used to determine the region of formal noncom-
mutative inequalities where a given noncommutative function is convex. NCConvex-
ityRegion preforms three main operations. Given a noncommutative function F', the
Hessian of F'is computed with NCHessian. Then, using NCMatrixOfQuadratic, the
Hessian is factored into vector matrix vector form. Finally, NCAllPermutationLDU
finds the LDU decomposition of the symmetric coefficent matrix. The diagonal ele-
ments in the diagonal matrix in the LDU decomposition is returned.

ReleaseNotes NCAlgebra3.0
NCAlgebra 3.0 has several added functions.

1. LDU decomposition for block matices, to include a block Cholesky decompsition.

2. Formulas for inverses of block matrices.
3. A command which differentiates functions of the form
trace P(X,Y,etc)

log det P(X,Y,etc)
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4. Support for the Mathematica toolbox Control System Professional. It gives CSP the
ability to handle non-commuting objects.

5. A function which represents elements of an algebra as n xn matrices with commuting
symbolic entries, or with inegers.

6. Online Help - While we have not set up help browsers at this time in the Mma
style, one can get searchable online help by viewing NCBIGDOCUMENT.html with
Netscape, etc. When you are in an NCAlgebra session just keep a web browser open
with NCBIGDOCUMENT .html loaded in. The powerfulsearch features of these
browsers allow you to look up things in the document.

An X in commands, e.g. NCXetc., always means that this command is experi-
mental and we reserve the right to change it.



Chapter 1

The Most Basic NCAlgebra
Commands — A short tutorial

NCAlgebra is a Mathematica package which allows one to do noncommutative algebraic
computations. We will begin by presenting some calculations done with our package which
should give some idea of what may be accomplished with NCAlgebra. We suggest that the
reader later do these computations for himself with our package when it has been properly
installed since it will provide a tutorial as well as an illustration.

In our package ** denotes noncommutative multiply, tp[x] denotes the transpose
of an element x, and aj[x] denotes the adjoint of an element x. Note that the properties
of transposes and adjoints that everyone constantly uses are built-in. The multiplicative
identity is denoted Id in the program. At the present time, Id is set to 1. A element A
may have an inverse, which will be denoted by inv[A], of it may have a left or right inverse,
denoted inv[A] and invR[A], respectively.

The following examples are independent of each other, however they may be
executed in one continuous session. At present, single-letter lower case variables are non-
commutative by default and all others are commutative by default

A Mathematica 3.0 user inside a notebook can use our special Palette by opening
the file NCPalette.nb (see Section 2).

To begin start Mathematica and load NCAlgebra.m or NCGB.m.

In[1]:
Out[1]

a xk b - b *x g
a xk b - Db *x a

In[2]:= A *x B — B *x A
OQut[2]= 0

In[3]:= A *x b — b **x a
Out[3]=A Db - b **x a

CommuteEverything[a ** b - b ** a]
0

In[5] := SetNonCommutative[A, B]
Out [56]= {False, False}

In[6]:= A *x B — B *x A
Out[6]= A ** B — B ** A

23
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In[7] := SetNonCommutative[A] ;SetCommutative[B]
Out [7]= {True}

In[8]:= A **x B — B *x A
Out[8]= 0

SNC is an alias for SetNonCommutative. So, SNC can be typed rather than the longer
SetNonCommutative.

In[9] := SNC[A];
In[10]:= A **%x a - a *x A
Out[10]= A **x a — a **x A

In[11] := SetCommutative[v];

In[12]:= v **x b

OQut[12]=v b

In[13]:= NCCollect[a ** x + b **x x, x]

Out[13]= (a + b) ** x

In[14] := NCExpand[(a + b) ** x]

Qut[14]= a **x x + b **x x

In[15]:= NCCollect[tp[x] ** a *x x + tp[x] ** b **x x + z, {x, tp[x]}]
Out[156]= z + tp[x] **x (a + b) ** x

In[16] := DirectionalD[x ** x, x, h]
Out[16]=h ** x + X ** h

In[17]:= Grad[tp[x] ** x + tp[x]**A*x*x + mx*x, x]
(x Here A is noncommutative and x represents a column vectorx)
Out[17]= 2 x + A *x x + tp[A] ** x + tp[m]

Warning: Grad is trustworthy only on certain quadratics.

IMPORTANT: The Mathematica substitute commands \. — and \ :> are not reliable
in NCAlgebra, so you must use our substitute command.

In[18] := Substitute[x ** a **x b, a **x b -> c]
Out[18]= x ** c

In[19] := Substitute[ tp[b ** a] + b ** a, b ** a -> p]
Out[19]= tplal ** tp[b]l + p

In[21] := SubstituteSymmetric[tp[b] ** tpl[al + w + a ** b, a*x*b->c]
Out[21]= ¢ + w + tplc]

In[23] := MatMult[{{a, b}, {c, d}}, {{d, 2}, {e, 3}}]
Out[23]= {{a *x d + b *x e, 2 a + 3 b}, {c **x d+d **x e, 2 c + 3 d}}
In[24]:= tpla ** Db]

Out[24]= tp[b] ** tpl[al



In[25] :=tp[5]

Out [25]=

In[26]:=
Out [26]=

In[27]:=
Out [27]=

In[28]:=
Out [28]=

In[29]:
Out [29]

In[30]:
Out [30]

In[31]:
Out [31]

In[32]:
Out [32]

In[33]:
Out [33]

In[34]:=
Out [34]=

In[35]:=
Out [35]=

In[36]:=
Out [36]=

In[37]:=
Out [37]=

In[38]:
Out [38]

In[39]:
Out [39]

In[40]:
Out [40]

In[41]:
Out [41]

In[42] :=
Out [42]=

5

tpl2 + 3 I]
2+ 31

tplal
tplal

tpla + b]
tpla] + tplb]

tpl6 x]
6 tplx]

tpltplall
a

aj[5]
5

aj[2 + 3 1]
2 -31

ajlal
ajlal

ajla + bl
ajlal + aj[b]

ajl[6 x]
6 ajlx]

ajlajlall
a

Id
1

inv[a ** b]

inv[b] ** inv[al

inv[a] ** a
1

a *x*x inv/[a]
1

a %k b **x inv[b]

a

invL[a] ** a
1

25
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In[43]:= a ** invR[a]
Out[44]= 1

In[45] := a ** invL[a]
Out [45]= a ** invL[a]
In[46] := invR[a] ** a

Out [46]= invR[a] ** a

In[47]:= f1 = 1 + inv[d] ** c *x inv[S - a] ** b - inv[d] ** c *x*
inv[S - a + b ** inv[d] ** c] **x b - inv[d] ** c *x
inv[S - a + b ** inv[d] ** c] **x b **x inv[d] ** c *x
inv[S - a] ** b;

In[48]:= NCSimplifyRational[f1]

Out [48]= 1

In[49]:= £2 = inv[1l + 2 a] *x* a;
In[50] := NCSimplifyRational [f2]
Out[50]= (1 - inv[l + 2 a]) / 2

NCSR is the alias for NCSimplifyRational.

In[51]:= £3 = a **x inv[1l - a];

In[52] := NCSR[£3]

OQut[52]= inv[1 - a] - 1

In[53]:= f4 = inv[1l - b **x a] **x inv[a];
In[54] := NCSR[f4]

OQut[54]= inv([a] ** inv[1l - a ** Db]
In[55] := NCSolve[a ** x == b, x]

Out [65]= {x -> inv[a] ** Db}

Note: NCSolve applies to some linear equations in only one unknown.

1.1 Pretty Output
Beautifying NCAlgebra

In[104] := SetOutput[ all -> True ];
In[105] := inv[ tpl[k] ]

T -1
Out [105]= (k)
In[106] := SetOutput[ all -> True ];
In[107]:=

rt[x - invly + ajlz]]] + tplx]
T x -1 1/2
Out[107]= x + (x - (y+z ) )

In[108]:
In[109]:

SetOutput[ all -> True, inv -> False ];
inv[1 + tp[1-x]]
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T
Out[109]= inv[2 - x ]

TeX

In[110]:= mat = {{a + tplbl,ajlcl},{inv[d],e}}
Out[110]= {{a + tplbl, ajlcl}, {inv[d], e}}
In[111] := Get["Extra.TeXForm"] ;LookAtMatrix[mat]
outputs

This is TeX, C Version 2.96 (no format preloaded)

(file.tex

LaTeX Version 2.09 <29 Apr 1987>
(/usr/local/lib/tex/macros/latex/article.sty

Document Style ‘article’. Released 4 September 1986.
(/usr/local/lib/tex/macros/latex/art12.sty)) (file.aux) [1] (file.aux)
Output written on file.dvi (1 page, 540 bytes).

Transcript written on file.log.

The above command takes the Mathematica matrix mat, converts it to IIEX,
outputs the string and surrounding BETEX to a file, W’TEXs the file and displays the IXTEpXed
output to the screen using the program xdvi (this can be easily changed to other previewers

such as dvipage or xpreview). This window contains the following formula in its display.

(a+bT c*)
dal e
The ETEX file generated can be displayed by typing !!file.tex which produces

\documentstyle [12pt]{article}
\begin{document}

$$

\pmatrix { a + b"T & c"{*} \cr d°{-1} & e \cr }
$$

\end{document}

In[113]:= LookAtLongExpression[Sum[a[i],{i,1,50}]1];
generates a window which contains the following formula in its display.

a(l) +a(2) + a(3) + a(4) + a(5) + a(6) + a(7) + a(8)+
a(9) + a(10) + a(11) + a(12) 4+ a(13) + a(14) + a(15)
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+a(16) + a(17) + a(18) + a(19) + a(20) + a(21)+

a(22) + a(23) + a(24) + a(25) + a(26) + a(27)+
a(28) + a(29) + a(30) + a(31) + a(32) + a(33)+

a(34) + a(35) + a(36) + a(37) + a(38) + a(39)+
a(40) + a(41) + a(42) + a(43) + a(44) + a(45)+

a(46) + a(47) + a(48) + a(49) + a(50)

The above examples in this chapter demonstrate the most commonly used fea-

tures in NCAlgebra.



Chapter 2

Getting Started in NCAlgebra and
NCGB

This section contains instructions for getting started using NCAlgebra and NCGB in con-
junction with Mathematica. Mathematica functions are documented in the book “Mathe-
matica; A System for Doing Mathematics by Computer” by Stephen Wolfram. This book
is not essential, but should be used as a reference in addition to this user’s guide after you

have some experience.

In order to use the NCAlgebra functions, you must first have access to a computer
on which the Mathematica program is installed.

Then you must install NCAlgebra on your computer. It is assumed in this section

that this has been done. How to do it is discussed in Section 29.

2.1 NC On the UNIX Platform

(1) Log on to the computer which has Mathematica.
(2) Move into the directory NC or into the directory where the file NCAlgebra.m resides.

(3) Type the command which executes the Mathematica program. (Usually it is just the

command 'math’.)
You will see a display of the form
In[1] :=

which is a Mathematica prompt, asking for your inputs. When you type something followed

by pressing the “return” key, Mathematica will respond with an output of the form
Out[1] = ...
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The following are the initial NCAlgebra commands:
(4) Type:

Get ["SetNCPath.m"]
Get ["NCAlgebra.m"]

or if you want to run NCGB (as of Dec. 99 only on Solaris and Windows) type

Get ["SetNCPath.m"]
Get ["NCGB.m"]

“Get” above means that Mathematica should bring in the contents of the file specified

(also you can use double arrows “<<”) .

2.2 On the Windows platform
(1) Start Windows.
(2) Move into the directory NC/work by clicking on MyComputer -> C: -> NC -> work.

(3) Double click on the file GoONCAlgebra. This should start Mathematica and put you
into the GoNCAlgebra notebook. The first cell of the notebook contains loading
commands for the files SetNCPath.m and NCGB.m. Execute the first cell to start
NCGB. If you insist on using only NCAlgebra, modify NCGB.m in the first cell to
NCAlgebra.m.

In either Unix or Windows Palettes are recommended for the beginner who is
in a notebook environment. To use them load in NCPalette.nb, which is a file in the

NCAlgebra directory, via the command

NotebookOpen ["NCAlgebra/NCPalette.nb"]

2.2.1 When trouble strikes

Your session may not start if you are not in the NC directory. Then you will have
to edit the file SetNCPath.m as described inside that file. Also be sure you actually load
SetNCPath.m, for example, if NC is a subdirectory of your “homedirectory” do this

Get ["homedirectory/NC/SetNCPath.m"]
Get ["NCAlgebra.m"]
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You are now ready to begin a Mathematica session using NCAlgebra For example,

you are at the place where you can do the examples in the previous chapter.

About the only thing which can go seriously wrong is that the path assignment
statement in NCAlgebra.m does not reach the big collection of NC*.m files inside the
NCAlgebra directory. The assignment statement in the file NCAlgebra.m is

System‘path = ""

and it may need to be adapted to the directories you have set up or to the naming
conventions of your operating system.

The typical user will need to edit the file SetNCPath.m. Instructions for this are
given in the file. You will probably have to edit a line which looks like this

$NC$Dir = "/home/jane/NC/";
to something which looks like this
$NC$Dir = "/home/dick/NC/";

For those knowledgeable in Mathematica, I typically use an “init.m” file in my
home directory which looks like this
AppendTo[ $ Path, ” /home/dick/NC” |
iiSetNCPath.m
Notice that even in the Windows environment /home/dick/NC is a valid direc-
tory though the experienced DOS user would expect \home\dick\NC. The experienced
Windows and Mathematica user would expect \\home\\dick\\NC, but we’ll leave that for

the Mathematica manual. The Mathematica language is quite platform independent.

2.3 On Screen Help

While we have not set up help browsers at this time in the Mma style, one can get
searchable online help by viewing NCBIGDOCUMENT.html with Netscape (or another
browser). When you are in an NCAlgebra session just keep a web browser open with
NCBIGDOCUMENT .html loaded in. The powerful search features of these browsers allow

you to look up things in the document.
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Chapter 3

Installing NCGB

Here we will discuss the Groebner basis portion of the NCAlgebra package which is more
technical. The Groebner basis portion is not just Mathematica code but also includes a

binary kernel which was written in C++.

3.1 Installing NCGB the Easy Way

We assume that you have obtained NCGB by following the directions in “Getting NCAI-
gebra and NCGB” in part 1.

It is possible that your installation is complete and the full power of NCGB
is at your fingertips. For the sake of those who are not so lucky we will go through the
following sequence of Mathematica input and offer remedies if your session does not behave

as expected. Begin by typing
<<NCGB.m

This will load in a bunch of files some of which were loaded in earlier, some of

which are new. The last few lines should include something like
LinkObject [/home/ncalg/NC/NCGB/Binary/p9c, 1, 1]

If you see an error at this point you may need to edit the file SetNCPath.m. The

Windows user might have to comment out the two lines

(x

$NC$Binary$Dir$ = $NCDir$ <> "NCGB/Compile/debug/";
$NC$Binary$Name$ = "NCGB.exe";

*)
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although we will try to do it for him or her. After editing and saving the file, restart
Mathematica (or at least Stop the Kernel).

After <<NCGB.m executes correctly, enter the following two commands.

SetMonomialOrder[ a, b ];

NCProcess[ { a**b + 1 }, 1, "TestFile" ];

The execution of these commands should create a file TestFile.tex, latex it, and display a
dvi window (a window containing mathematical formulas). If you are in the Windows
environment you will have to quit the dvi previewer program (yap) to continue
your Mathematica session. The notebook will be locked up until you quit the
dvi previewer.

If there is still a problem, then perhaps you do not have latex or a dvi previewer.
If this is the case see Section 29. Another possibility is that NCGB doesn’t know where
“latex” or either “xdvi” or “yap” is. If you can find both of these programs you can edit
the file homedirectory/NC/NCGB/MmaSource/NCGBPlatformSpecific.m to tell NCGB

where they live. A windows user might have to change (or uncomment) the line
NCGBSetLatexCommand [ "c:\\texmf\\miktex\\bin\\latex.exe" ];

or
NCGBSetDviCommand ["c:\\texmf\\miktex\\bin\\yap.Exe"];

Editing this file, restarting Mathematica, and executing the above commands
should open a dvi file automatically as mentioned above.

The dvi output is beautiful and worth the effort of getting a latex/xdvi/yap
distribution. Nevertheless, the unmotivated NCGB user may make use of the NCGB com-
mands which do not use latex/dvi without the latex/xdvi/yap distribution. For example,
you can compute noncommutative Groebner bases without the latex distribution.

For more detailed tests of your new NCGB installation see Chapter 30.

3.2 Getting latex and a dvi previewer

Most UNIX systems come with the programs ”latex” and "xdvi” which are used by some
of the NCGB commands. A nice Windows version of these programs is freely available in
the MikTeX latex distribution which can be found at

http://www.miktex.de/
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3.3 Running SYStems, OldMmaGB

These are run by loading in the files SYStems.m and OldMmaGb.m. See Section 29 for

more details.

3.4 Warning: SNCS$* variables

The developers reserve the use of any variable beginning with the four letters $NCS.
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Chapter 4

Examples

At this point looking at demos is very helpful. We recommend working thru the NCAlgebra
demos which accompany this document. Some of them are postscript files and can be read
(and can be found in the directory NC/DOCUMENTATION), or they can be run by
loading NCPalette.nb. and then going to the Demo menu.

All demos can be found by listing all notebook files in the NC/NCAlgebra
directory, that is list *.nb files. These are all the demos. The NCAlgebra website,
http://math.ucsd.edu/ "ncalg also contains some demos. As of August 1999, the fol-

lowing is a subset of the demos which are available:

DemoBRL.nb DemoGBM. nb* DmGBG1.nb NCPalette.nb
DemoGB1.nb DemoSimplify.nb  DmGBG2.nb PaletteSource.nb
SingPert.nb

37



38



Chapter 5

Helpful Tricks

5.1 Expanding

NCExpand is the most common command applied to expressions. Often you must do it

to achieve the most obvious cancellations. See page 14 of Chapter 1 or Section 5.1.1.

5.2 Simplifying Expressions

A person experienced in noncommutative calculations simplifies expressions in two ways:
1. Write the expression in the shortest possible form with special attention given to
subexpressions with physical or special mathematical meaning.

2. The other is to expand expressions, apply simplifying rules repeatedly to each term,

and see which terms cancel.

5.2.1 Simplifying Rules

The second method is the one which for commuting algebras has been developed to a high
art in computer calculation. The idea is very simple and intuitive. Simplification is done

with rules which replace complicated monomials with sums of simpler monomials, e.g.,

inv[1-x] ** x -> inv[1-x]-1

inv[a+b ** c] **%x b ** ¢ -> 1-inv([a+b **x c] **x inv[a]

throughout the expression to be simplified. When you use NCAlgebra you will often
be making up such rules and substituting them in expressions. In a fixed collection of
applications you can make your life easier if you save the rules and use them over and over

again. The best way to do this is to put them in a function, say
MyRules=
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{inv[1-x_] :> inv[x]-1,

inv[a+b ** c] **%x b **x ¢ -> l-inv([a+b ** c] **x inv[al};

MySimplify[expr_]:=Substitute [expr, MyRules];

One of the trickier fine points is how to set the blanks in your rules. If you do not use
blanks that’s fine provided you always use the same letters and do not replace them with
other notation in some equation. Clearly using blanks is much more powerful. The trick

is how many. For example, x_ is ok here. APPENDIX E discusses this.

5.2.2 Orders

The next major point is not to go into a loop. To this end one must select an ordering, call
it COM, on monomials. For mnemonic purposes it is best to select the ordering to reflect
your intuitive idea of which monomials are more complicated than others. For example if

all of your formulas involve polynomials in

x, inv([x], inv[1-x ** y], inv[1-y ** x],

y, inv[y]

a natural partial ordering is given by low degree < high degree

We then subdivide equivalence classes of this ordering with

p'e inv[x] inv[1-x ** y]
commutative expr < < <

y inv [y] inv[1-y ** x]

then we subdivide equivalence classes of this ordering with lexicographical order, i.e , x <

y.
A reasonable convention is that higher order expressions move RIGHT.

For example, a basic equality is
inv[1-x ** y] ** x— x *x inv[l - y ** x]==
This translates to the rule
inv[1-x ** y] ** x -> x *x inv[l-y ** x]

because inv[1-x ** y] is 'complicated’” and we move it RIGHT. To harp on an earlier point

we would suggest using the more powerful delayed assignment form of the rule:
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inv[1-x__ ** y_] **% x__ > x **% inv[l- y ** x]

IMPORTANT: these are the ordering conventions we use in NCSR. If you write rules
consistent with them then you will then you can use them and NCSR without going into
a loop. Indeed NCSR contains a “Grobner basis” for reducing the set of polynomials in
the expressions (inv).

Here is a summary of the ordering conventions ranked from most complicated to
the least:

high degree>low degree

inv of complicated polynomials
inv of simple polynomials
complicated polynomials

simple polynomials

commuting elements and expressions in them.

REMEMBER HIGHER ORDER EXPRESSIONS MOVE RIGHT.

5.2.3 Automatic generation of rules

Automatic generation of rules is the subject of the NCGB part of this document. Since run-
ning the NCGB code requires C++, you may not have it. Here NCSimplifyRationalX1][]
does the trick.

Lying around in the directory NC/NCAlgebra/OldmmaGB/ is a primative NC-
SimplifyRationalX1[] which works entirely under Mma. We don’t support it since our
efforts go to Mma C++4 hybrids. We do not even recall its name. Anyone who resurrects

it must be an intrepid adventurer.

5.3 Edit - For those without Notebooks

The failsafe command Edit does not get enough emphasis in the Mathematica literature.
This command guarantees that Mathematica is never worse than a yellow pad. Whenever
you have an expression ’expr’ and the functions at your disposal are not doing what you

want just enter
In[102] :=Edit [expr]

Mathematica throws you into a file containing expr. You can edit it with the vi or emacs
editor or whatever is set up. Then exiting the file throws your edited expression into the
Out[102] (see above). A truly remarkable feature is that
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YOU CAN EDIT Mathematica FUNCTIONS (INCLUDING NCAlgebra FUNCTIONS)
INTO EXPR, APPLYING DIFFERENT FUNCTIONS TO DIFFERENT PARTS OF
EXPR, then these are automatically executed when you finish editing the file. A tutorial

example of this extremely powerful feature is

Out [32]= XKy + XkkZ + XRKYHRKX

In[33]:= Edit[%]
A new screen comes up and you can use your resident editor on it.
x**y + X*k*kz + x**y**x

I usually make another copy of the expression for safety sake and make edits on one of
them, while commenting out the second so it does not get read by Mathematica. This way
if I make errors, I still have the original expression to fall back on and check with. This
is especially useful when dealing with complicated expressions. For example, you could

write

NCCollect[x ** y + x ** z,x] + X %% y *xx;

(k xkky + Xkkz + XKKYRkRX *)

Now quit editing and close the file, (e.g., :wq for vi).

Out[33]: x ** (y + z) + x ** y **x x

5.4 Conventions

The NCAlgebra files which are called by NCAlgebra.m start with NC. This makes moving
them easier; cp NC* someplace/ where “someplace” is any directory of your choosing.
Many operations on expressions start with NC .

Aliases are all caps like NCC for NCCollect or NCE (for NCExpand). The caps
correspond exactly to the caps in the full function name. Exceptions are cases like Sub or
SubSym where CAPs are followed by 2 lower case letters. This prevents ambiguities and
two letter aliases.

Function names are written in a certain order: Command or action you wish

taken comes first. The special properties of what you apply it to are second.
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For example, let’s look at NCSimplifyRational. The action is Simplify. The range
of validity is “Rational” functions.
Files whose only function is to call other files have names which are all capital

letters.
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Chapter 6

NC Commands

Mathematica 3.0 has a lovely graphical user interface which uses Palettes. Mathematica
Palettes display the most important commands and prompt the user. We have such a
Palette for NCAlgebra and NCGB which contain most of the commands in this chapter.
See the TEAR OFF Section in the back for a picture of the Mma Palettes for NCAlgebra
and NCGB. To pop up this Palette, open a notebook, load NCAlgebra or NCGB, then
open the file NCPalette.nb. If you are in a directory containing the file NCPalette.nb you

can open it directly from a notebook.
6.1 Manipulating an expression
6.1.1 ExpandNonCommutativeMultiply[expr]

Aliases: NCE,NCExpand

Description: ExzpandNonCommutative Multiply[expr] expands out NonCommutative-
Multiply’s in expr. It is the noncommutative generalization of the Mma Expand

command.
Arguments: expr is an algebraic expression.

Comments / Limitations: None

6.1.2 NCCollect[expr, aListOfVariables]

Aliases: NCC

Description: NCCollect[expr,aListO fVariables] collects terms of expression expr ac-

cording to the elements of aListO fV ariables and attempts to combine them using a
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particular list of rules called rulesCollect. NCCollect is weaker than NCStrongCol-
lect in that first-order and second-order terms are not collected together. NCCollect

uses NCDecompose, and then NCStrongCollect, and then NCCompose.
Arguments: expr is an algebraic expression. alListO fVariables is a list of variables.

Comments / Limitations: While NC'Collect[expr, x] always returns mathematically cor-
rect expressions, it may not collect x from as many terms as it should. If expr has
been expanded in the previous step, the problem does not arise. If not, the pattern

match behind NCCollect may not get entirely inside of every factor where x appears.

6.1.3 NCStrongCollect[expr, aListOfVariables]

Aliases: NCSC

Description: It collects terms of expression expr according to the elements of a ListO fV ariables
and attempts to combine them using the particular list of rules called rulesCollect.
In the noncommutative case, the Taylor expansion, and hence the collect function,
is not uniquely specified. This collect function often collects too much and while
mathematically correct is often stronger than you want. For example, x will factor

out of terms where it appears both linearly a quadratically thus mixing orders.
Arguments: expr is an algebraic expression. aListO fVariables is a list of variables.

Comments / Limitations: Not well documented.

6.1.4 NCCollectSymmetric|expr]

Aliases: NCCSym
Description: None
Arguments: expr is an algebraic expression.

Comments / Limitations: None
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6.1.5 NCTermsOfDegree[expr,aListOfVariables,indices]

Aliases: None

Description: NCTermsO f Degreelexpr, aListO fVariables,indices| returns an expres-
sion such that each term is homogeneous of degree given by the indices in the
variables of aListO fVariables. For example, NCTermsO fDegree|x % xy x xx +
Tk kT % kY + Tk kx + T % kw, {x, Yy}, indices| returns x % kT * xy + x * xy * kx if
indices = {2, 1}, return z * *w if indices = {1,0}, return x * xx if indices = {2,0}
and returns 0 otherwise. This is like Mathematica’s Coefficient command, but for
the noncommuting case. However, it actually gives the terms and not the coefficients

of the terms.

Arguments: expr is an algebraic expression, aListO fVariables is a list of variables and

indices is a list of positive integers which is the same length as alList.

Comments / Limitations: Not available before NCAlgebra 1.0

6.1.6 NCSolve[exprl==expr2,var]

Aliases: None

Description: NCSolvelexprl == expr2,var] solves some simple equations which are
linear in the unknown war. Note that in the noncommutative case, many equations
such as Lyapunov equations cannot be solved for an unknown. This obviously is a

limitation on the NCSolve command.
Arguments: exprl and expr2 are Mathematica expressions. var is a single variable.

Comments / Limitations: See description.

6.1.7 Substitute[expr,aListOfRules,(Optional On)]

Aliases: Sub

Description: It repeatedly replaces one symbol or sub-expression in the expression by
another expression as specified by the rule. (See Wolfram’s Mathematica 2.* book
page 54.) More recently, we wrote the Transform command (§6.1.11) which apprears
to be better.
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Arguments: expr is an algebraic expression. aListO f Rules is a single rule or list of rules
specifying the substitution to be made. On = save rules to Rules.temp, temporarily

over-riding SaveRules[Off]. ‘Off’ cannot over-ride SaveRules|On].

Comments / Limitations: The symbols /. and //. are often used in Mathematica as
methods for substituting one expression for another. This method of substitution
often does not work when the expression to be substituted is a subexpression within
a (noncommutative) product. This Substitute command is the noncommutative

analogue to //.

6.1.8 SubstituteSymmetric[expr, aListOfRules, (optional On)]

Aliases: SubSym

Description: When a rule specifies that a — b, then SubSym also makes the replacement
tpla] — tp[b].

Arguments: expr is an algebraic expression. aListO f Rules is a single rule or list of rules
specifying the substitution to be made. On = save rules to Rules.temp, temporarily

over-rides SaveRules[Off]. Off” can not over-ride SaveRules[On].

Comments / Limitations: None

6.1.9 SubstituteSingleReplace[expr, aListOfRules, (optional On)]

Aliases: SubSingleRep

Description: Replaces one symbol or sub-expression in the expression by another expres-

sion as specified by the rule. (See Wolfram’s Mathematica 2.* page 54.)

Arguments: expr is an algebraic expression. aListO f Rules is a single rule or list of rules
specifying the substitution to be made. On = save rules to Rules.temp, temporarily

over-rides SaveRules[Off]. ‘Off” can not over-ride SaveRules[On].

Comments / Limitations: The symbols /. and //. are often used in Mathematica as
methods for substituting one expression for another. This method of substitution
often does not work when the expression to be substituted is a subexpression within
a (noncommutative) product. This Substitute command is the noncommutative

analogue to /.
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6.1.10 SubstituteAll[expr, aListOfRules, (optional On)]
Aliases: SubAll
Description: For every rule a — b, SubAll also replaces,

tpla] — tplb]  invl[a] — inv[b]  rt[a] — rt[b].

Arguments: expr is an algebraic expression. aListO f Rules is a single rule or list of rules
specifying the substitution to be made. On = save rules to Rules.temp, temporarily

over-riding SaveRules[Off]. Off” can not over-ride SaveRules[On)].

Comments / Limitations: None

6.1.11 Transform|expr,aListOfRules]

Aliases: Transform
Description: None

Arguments: Transform is essentially a more efficient version of Substitute. It has the

same functionality as Substitute.

Comments / Limitations: expr is an algebraic expression. aListO f Rules is a single rule

or list of rules specifying the substitution to be made.

Beware: Transform only applies rules once rather than repeatedly.

6.1.12 GrablIndeterminants| aListOfPolynomialsOrRules]

Aliases: none

Description: ~ GrabIndeterminants[L] returns the indeterminates found in the list
of (noncommutative) expressions or rules L. For example, GrabIndeterminants[

{ xx*Inv[x]**x + Tp[Inv[x+a]l, 3 + 4 Inv[alx**bx*Inv[a] + x }] returns

{ x, Inv[x], Tp[Inv[x+all, Inv[al, b }.

Arguments: aListOfPolynomialsOrRules is a list of (noncommutative) expressions or

rules.

Comments / Limitations:
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6.1.13 GrabVariables[ aListOfPolynomialsOrRules ]

Aliases: none

Description: ~ GrabVariables[ aListOfPolynomialsOrRules ] returns the variables
found in the list of (noncommutative) expressions or rules alListOfPolynomialsOr-
Rules. It is similar to the Mathematica command Variables[] which takes as an
argument a list of polynomials in commutative variables or functions of variables.

For example,
GrabVariables[ { x*xInv[x]*xx + Tp[Inv([x+all, 3 + 4 Inv[al**b**Inv[a] + x }]

returns

{x, a, b}.

Arguments: aListOfPolynomialsOrRules is a list of (noncommutative) expressions or

rules.

Comments / Limitations:

6.1.14 NCBackward[expr]

Aliases: NCB
Description: It applies the rules
inv[ld — B % xA] * *B — B * xinv[Id — A % xB|
inv[ld — B % xA] * xinv[A] — inv[A] * xinv[[d — A * % B]
Arguments: expr is an algebraic expression.

Comments / Limitations: None

6.1.15 NCForward[expr]

Aliases: NCF
Description: It applies the rules
B s xinv[Id— A % *xB] — inv[Id — B % xA] x B

inv[B] * xinv[Id — B x xA] — inv[Id — B * xA] x xinv[A]
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Arguments: expr is an algebraic expression.

Comments / Limitations: None

6.1.16 NCMonomial[expr]

Aliases: None

Description: NCMonomail changes the look of an expression by replacing nth integer
powers of the NonCommutative variable x, with the product of n copies of x. For
example, NC'Monomial[2x? + 5z'] evaluates to 2z x xx + b * *x * xx * *x and

NC Monomial[(z?) * xz * xz| evaluates to x * *x * %2z * *.
Arguments: Any noncommutative expression.

Comments / Limitations: The program greatly eases the task of typing in polynomials.
For example, instead of typing & = % #a %@ k5 kT kKT kKT KK kKT 3 KL kKL K KL kK
*2 %, one can type ¥ = NC Mono[(z'?) x xy**(z?)]. NCMono expands only integer
exponents. This program will be (or has been, depending on the version of code
which you have) superseded by NCMonomial and NCUnMonomial. NCMonomial
implements the same functionality as NCMonomial and NCUnMonomial reverses
the process. Caution: Mathematica treats z x xy* as (z * *y)? and so to have

Mathematica acknowledge x * xy* then input z * *(y?) exactly. This has nothing to
do with NCAlgebra or NCMonomial.

6.1.17 NCUnMonomial[expr]

Aliases: None

Description: NCUnMonomial reverses what NCMonomial does. NCUnMonomial changes
the look of an expression by replacing a product of n copies of x with x". For
example, NCUnMonomial |2z * *x + 5z * *x * *x * x| evaluates to 222 + 5x* and

NCUnMonomial|x * *x % 2 * *x] evaluates to (z%) * xz * *z.
Arguments: Any noncommutative expression.

Comments / Limitations: See NCMonomial. NCAlgebra does not effectively manipulate

expressions involving powers (such as (z?)
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6.2 Simplification

This area is under developement so stronger commands will appear in later versions. What
we mean by simplify is not in the spirit of Mathematica’s Simplify. They tend to factor
expressions so that the expressions become very short. We expand expressions apply rules
to the expressions which incorporate special relations the entries satisfy. Then we rely
on cancelation of terms. The theoretical background lies in noncommutative Grobner
basis theory, and the rules we are implementing come from papers of Helton, Stankus and
Wavrik [IEEE TAC March 1998].

The commands in this section are designed to simplify polynomials in a, b, inv[S—
a**b|, inv[S — bx*al, inv[S — a], inv[S — b] and a few slightly more complicated inverses.

The commands in order of strength are NCSR, NCS1R, NCS2R. Of course, for
a stronger the command, more rules get applied and so the command takes longer to run.

First, NCSIR normalizes inv[S — a * *b] to S~ x inv[l — (a—*bl] provided S is
a commutative expression (only works for numbers S in version 0.2 of NCAlgebra). The

following list of rules are applied.

0
1

(0) inv[—14 a] — —inv[l — d]

(1) inv[l — a] (a — b) inv[l — b] — inv[l — a] — inv[l — b]
(2) inv[l — abinv[b] — inv[l — ba] a + inv|b|

(3) inv[l — ablab — inv[l — ab] — 1

(4) abinv[l —ab] — inv[l — ab] — 1

(5) inv|c] inv[l — ¢b] — inv[l — be]inv]c]

(6) b inv[l — ab] — inv[l — balb

The command NCS2R increases the range of expressions to include inv|[poly|, but
the reductions for each of these inverses is considerably less powerful than for the case of
inv[l — ab].

An example: if expr = ax*inv[a+b]+invic—al**(a—c)+inv[c+d]*x(c+d+e),
then the first reduction using the list of rules in NCSR gives a * xinv[a + b] + inv|c + d] *
xeinv|a] x x(a — b) * *inv[b] and the second reduction gives inv[b] — inv[a] which is the
output from NCSR[expr].

NCSimplifyORational is an old attempt at simplification. We do not use it much.

6.2.1 NCSimplifyRational| expr |, NCSimplifylRational| expr |,
and NCSimplify2Rational| expr ]

Aliases: NCSR
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Description:  The objective is to simplify expressions which include polynomials and
inverses of very simple polynomials. These work by appling a collection of rela-
tions implemented as rules to expr. The core of NCSimplifyRational is NCSim-
plify1Rational and NCSimplify2Rational; indeed roughly NCSimplifyRational [expr]
= NCSimplify1Rational[NCSimplify2Rational [expr|]| together with some NCExpand’s.
NCSimplify1Rational [expr] contains one set of rules while NCSimplify2Rational[expr]

contains another.
Arguments: expr is an algebraic expression.

Comments / Limitations: Works only for a specialized class of functions.

6.2.2 NCSimplifylRational[expr]

Aliases: NCS1R

Description: It applies a collection of relations implemented as rules to expr. The goal

is to simplify expr.
Arguments: expr is an algebraic expression.

Comments / Limitations: WARNING: NCS1R does not first do an ExpandNonCommu-
tativeMultiply. Therefore, it may be the case that one can miss some simplification
if expr is not expanded out. The solution, of course, is to call ExpandNonCommuta-

tiveMultiply before calling NCS1R. ExpandNonCommutativeMultiply is called from
NCSR.

First, NCS1R normalizes inv[S — a * *b] to S™' * inv[l — W—S*bl] provided S is s
a commutative expression (only works for numbers S in version 0.2 of NCAlgebra).
The the following list of rules are applied.

(0) inv[—14 a] — —inv[l — d]

(1) inv[l — a] (a — b) inv[l — b] — inv[l — a] — inv[l — b]

(2) inv[l — ab]inv[b] — inv[l — ba] a + inv|b|

(3) inv[l —ablab — inv[l — ab] — 1

(4) abinv[l — ab] — inv[l — ab] — 1

(5) inv|c] inv[l — ¢b] — inv[l — be]inv]c]

(6) b inv[l — ab] — inv[l — balb
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In the notation of papers [HW], [HSW], these rules implement a superset of the
union of the Grobner basis for EB and the Grobner basis for RESOL.

6.2.3 NCSimplify2Rational[expr]

Aliases: NCS2R

Description:  You need this for expressions involving inv| polynomial | where the poly-
nomial is not of the form STd — X % xY

Arguments: expr is an algebraic expression.

Comments / Limitations: If the polynomial is too complicated, this may not help very

much.

6.3 Vector Differentiation

6.3.1 DirectionalD[expr, aVariable, h]

Aliases: DirD

Description: Takes the Directional Derivative of expression expr with respect to the

variable aVariable in direction h.

Arguments: expr is an expression containing var. aVariable is a variable. h is the

direction which the derivative is taken in.

Comments / Limitations: None.

6.3.2 Grad[expr, aVariable]

Aliases: Grad, NEVER USE Gradient

Description: Grad|expr,aV ariable] takes the gradient of expression expr with respect to
the variable aVariable. Quite useful for computations with quadratic Hamiltonians
in H* control. BEWARE Gradient calls the Mma gradient and makes a mess.

Arguments: expr is an expression containing var. aVariable is a variable.
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Comments / Limitations: This only works reliably for quadratic expressions. It is not
even correct on all of these. For example, Grad|a * xx + a * *tp[x], x] returns 2tp|a.
The reason is fundamental mathematics, not programming. If a is a row vector and

x is a column vector, then a * xx is a number, but a * xtp[z] is not.

6.3.3 CriticalPoint[expr, aVariable]

Aliases: Crit, Cri

Description: It finds the value of aVariable which makes the gradient of the expression

expr with respect to the variable aVariable equal to 0.
Arguments: expr is an expression containing aVariable. aVariable is a variable.

Comments / Limitations: Uses the Grad and NCSolve functions. Both Grad and NCSolve
are severely limited. Therefore, the CriticalPoint command has a very limited range

of applications.

6.3.4 NCHessian[afunction, { X, H1},{ Xy, Ho}, ..., { Xy, Hi} |

Aliases: None.

Description: NCHessian[afunction,{X1, Hi}, {Xo, Hao}, ..., { Xk, Hi} ]
computes the Hessian of a afunction of noncommutting variables and coefficients.
The Hessian recall is the second derivative. Here we are computing the noncommu-
tative directional derivative of a noncommutative function. Using repeated calls to
DirectionalD, the Hessian of afunction is computed with respect to the variables
X1, Xy, ..., X, and the search directions Hy , Hy , ..., Hi. The Hessian HI of a
function I' is defined by
P2

HIO(X)[H] = —=T(X + tH)

One can easily show that the second derivative of a hereditary symmetric noncom-

mutative rational function I' with respect to one variable X has the form
k
HF(X)[H] = sym [[ZAgHTBgHCg] y
=1

where Ay, By, and Cy are functions of X determined by I. (An analogous expression

holds for more variables.) The Hessian will always be quadratic with respect to H.
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(A noncommutative polynomial in variables Hy, Ho, ..., Hy, is said to be quadratic

if each monomial in the polynomial expression is of order two in the variables Hy,

Hs, ..., Hy.)
Arguments: afunction is a function of the variables X7, Xs, ..., Xj. The Hessian will be
computed with respect to the search directions Hy , Hy , ..., Hy.

For example, suppose F(x,y) = x + x * xy + y * *x. Then,

NCHessian|F, {z,h},{y, k}] gives 2hxxk+2k*xh As another example, if G(z,y, z) =

invly] + z % *x, then NCHessian[G, {x, h}, {y, k}, {2, i}] gives 2i x xh + 2inv[y| « xk *

sinv[y] * xk * xinv[y].

The results of NCHessian can be factored into the form v'Mwv by calling NCMatrixofQuadratic.

(see NCMatrixofQuadratic).

Comments / Limitations: None.

6.4 Block Matrix Manipulation

By block matrices we mean matrices with noncommuting entries.

The Mathematica convention for handling vectors is tricky.
v={{1,2,43}}
is a 1x3 matrix or a row vector
v={{1},{2},{4}}

is a 3x 1 matrix or a column vector
v={1,2,4}

is a vector but NOT A MATRIX. Indeed whether it is a row or column vector depends
on the context. DON’T USE IT. Always remember to use TWO curly brackets on your
vectors or there will probably be trouble.

As of NCAlgebra version 3.2 one can handle block matrix manipulation two differ-
ent ways. One is the old way as described below where you use the command MatMult[A,
B] to multiply block matrices A and B and tpMat[A] to take transposes. The other way is
much more pleasing though still a little risky. First you use the NCGuts[] with the Op-
tions NCStrongProductl — True to change ** to make block matrices multiply corectly.
Further invoke the Option NCStrongProduct2 — True to strengthen the power of xx. Now
one does not have to use MatMult and tpMat; just use **x and ¢p instead it recognizes

matrix sizes and multiplies correctly.
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6.4.1 MatMult[x, vy, ...]
Aliases: MM

Description: MatMult multiplies matrices. The Mathematica code executed for Mat Mult[z, y|

is Inner| NonCommutativeMultiply, x, y, Plus];
Arguments: x is a block matrix, and y is a block matrix.

Comments / Limitations: MatMult can take any number of input parameters. For ex-
ample, MatMult[a, b, c, d] will give the same result as MatMult[a, MatMult[b,
MatMult[c, dl] 1.

6.4.2 ajMat[u]

Aliases: None

Description: ajMat|u] returns the transpose of the block matrix u. The Mathematica

code is T'ranspose|Maplaj[#]&, u, 2]];
Arguments: u is a block m X n matrix.

Comments / Limitations: None

6.4.3 coMat[u]

Aliases: None

Description: coMat|u] returns the transpose of the block matrix u. The Mathematica
code is [Map|co[#]&, u, 2]];

Arguments: u is a block m x n matrix

Comments / Limitations: None

6.4.4 tpMat[u]

Aliases: None

Description: tpMat[u] returns the transpose of the block matrix w. The Mathematica is
Transpose[Map[tp|#]&, u, 2]];
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Arguments: u is a block m x n matrix

Comments / Limitations: None

6.4.5 NCMToMatMult[expr]

Aliases: None

Description: Sometimes one develops an expression in which ** occurs between matrices.
This command takes all ** and converts them to MatMult. The Mathematica code

executed is expr//.NonCommutativeMultiply — MatMult;

Arguments: expr is an algebraic expression. This and its inverse (TimesToNCM) are

important in manipulating block matrices. One can use
expr//.NonCommutative Multiply — MatMult
instead of this command, since that is all that this command amounts to.

Comments / Limitations: None

6.4.6 TimesToNCM [expr]

Aliases: TTNCM
Description: The Mathematica code executed is expr/.Times — NonCommutative Multiply
Arguments: expr is an algebraic expression.

Comments / Limitations: It changes commutative multiplication (Times) to NonCom-

mutative multiplication.

6.4.7 Special Operations with Block Matrices

In 1999, we produced commands for LU decomposition and Cholesky decomposition of
an inversion of matrices with noncommutative entries. These replace older commands
GaussElimination/X] and invMat2[/mat] for 2 x 2 block matrices which are no longer

documented. The next 6 commands do that.
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6.4.8 NCLDUDecomposition[aMatrix, Options]
Aliases: None.

Description: NCLDUDecomposition|X] yields the LDU decomposition for a square ma-
trix X. It returns a list of four elements, namely L, D, U, and P such that PXPT =
LDU. The first element is the lower triangular matrix L, the second element is
the diagonal matrix D, the third element is the upper triangular matrix U, and the
fourth is the permutation matrix P (the identity is returned if no permutation is
needed). As an option, it may also return a list of the permutations used at each

step of the LDU factorization as a fifth element.
Suppose X is given by X = {{a,b,0},{0,¢,d},{a,0,d}}. The command
{lo, di,up, P} = NCLDUDecomposition[.X]

returns matrices, which in MatrixForm are:

1 0 0 a 0 0
lo=110 1 0 di=10 c 0
1 —bx=xinv[c 1 0 0 d+bx*xinv[c]**d
1 invla] * *b 0 1 00
up=1| 0 1 inv[c| * *d P=(010
0 0 1 0 01

As matrix X is 3 x 3, one can provide 2 permutation matrices. Let those permu-
tations be given by I; = {3,2,1} and [y = {1, 3,2}, that means:
0 01 1 00
PI=1010 P2=10 01
1 00 010
just as in NCPermutationMatrix. The command

{lo,di,up, P} = NCLDUDecomposition[X, Permutation — {l1,12}]
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returns matrices, which in MatrixForm are:

1 0 0 d 0 0
lo=]10 1 0 di=]10a 0
1 -1 1 0 0 b+c
1 dnv[d] * *a 0 001
up=1| 0 1 invla) * *b P=(100|=PRhPF
0 0 1 010

It can be checked that PT lo di up P = X:
MatMult[Transpose[ P, lo, di, up, P| = {{a,b,0},{0,¢,d},{a,0,d}}

Arguments: X is a square matrix n by n. The default Options are:

{Permutation — False, CheckDecomposition — False,

NCSimplifyPivots — False, StopAutoPermutation — False,

ReturnPermutation — False, Stop2by2Pivoting — False }. If permutation matrices
are to be given, they should be provided as Permutation — {ly, lo, ---, [}, where each
l; is a list of integers (see the command NCPermutationMatrix[]). If CheckDecomposition
is set to True, the function checks if PX PT is identical to LDU. Where P = PP, - -- P,

and each P; is the permutation matrix associated with each ;.

Often a prospective pivot will appear to be nonzero in Mathematica even though it re-
duces to zero. To ensure we are not pivoting with a convoluted form of zero, we simplify
the pivot at each step. By default, NCLDUDecomposition converts the pivot from non-
commutative to commutative and then simplifies the expression. If the commutative form
of the pivot simplifies to zero, Mathematica scrolls down the diagonal looking for a pivot
which does not simplify to zero. If all the diagonal entries simplify to zero utilizing the
CommuteEverything[] command, the process is repeated using NCSimplifyRational.
This strategy is incorporated for two main reasons. One is that for large matrices it is
much faster. Secondly, NCSimplifyRational does not always completely simplify compli-
cated expressions. Setting NCSimplifyPivots — True bypasses CommuteEverything and
immediately applies

NCSimplifyRational to each pivot. NCLDUDecomposition will automatically pivot if the
current pivot at a particular iteration is zero. If the user utilized the Permutation option,
then the permutation designated will be temporarily disregarded. However, NCLDUDecomposition

will try and use the given permutation list for the next step. In this way,
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NCLDUDecomposition follows the user permutation as closely as possible. If StopAutoPermutation
— True, then NCLDUDecomposition will not automatically pivot and will strictly adhere
to the user’s permutation, attempting to divide by zero if need be. This will allow the
user to determine which permutations are not possible. Because NCLDUDecomposition
will automatically pivot when necessary by default, the ReturnPermutation was created
so that the permutation used in the decomposition can be returned to the user for further
analysis if set to True.

To explain the last option it is somewhat necessary for the user to have an idea of how
the pivoting strategy works. The permutations used are always symmetrically applied.
Because of this, we can only place other diagonal elements in the (1,1) position. However,
it is possible to place any off diagonal element in the (2,1) position. Thus our strategy
is to pivot only with diagonal elements if possible. If all the diagonal elements are zero,
then a permutation matrix is used to place a nonzero entry in the (2,1) position which
will automaticaly place a nonzero entry in the (1,2) position if the matrix is symmetric.
Then, instead of using the (1,1) entry as a pivot, the 2x2 submatrix starting in the (1,1)
position is used as a block pivot. This has the effect of creating an LDU decomposition
where D is a block diagonal matrix with 1x1 and 2x2 blocks along the diagonal. (Note:
The pivots are precisely the diagonal entries of D.) Setting Stop2by2Pivoting — True
will halt 2 x 2 block pivoting, returning instead, the remaining undecomposed block with

zeros along the diagonal as a final block diagonal entry.

Comments / Limitations: NCLDUDecomposition automatically assumes invertible any
expressions (pivot) it needs to be invertible. Also, the 2 x 2 pivoting strategy assumes that
the matrix is symmetric in that it only ensures that the (2,1) entry is nonzero (assuming by
symmetry that the (1,2) is also zero). The pivoting strategy chooses its pivots based upon
the smallest leaf count invoking the Mathematica command LeafCount[]. It will choose
the smallest nonzero diagonal element basing size upon the leaf count. This strategy is
incorporated in an attempt to find the simplest LDU factorization possible. If a 2 x 2
pivot is used and ReturnPermutation is set to True then at the end of the permutation

list returned will be the string “2by2 permutation”.

6.4.9 NCAIllPermutationLDU[aMatrix|

Aliases: None.

Description: NC All PermutationLDU[aMatrix] returns the LDU decomposition of a
matrix for all possible permutations. The code cycles through all possible permuta-

tions and calls NCLDUDecomposition for each one.
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Arguments: aMatrix is a square matrix.

Comments / Limitations: The output is a list of all successful outputs from NCLDUDecomposition.
Note that some permutations may lead to a zero pivot in the process of doing the
LDU decomposition. In that case, the LDU decomposition is not well defined, actu-
ally in Mathematica one gets a lot of oo signs, but this output will not be included

in the list of successful outputs.

6.4.10 NClnverse[aSquareMatrix]

Aliases: None.

Description: NClnverse[m| gives a symbolic inverse of a matrix with noncommutative

entries.
Arguments: m is an n X n matrix with noncommutative entries.

Comments / Limitations: This command is primarily used symbolically and is not guar-
enteed to work for any specific examples. Usually the elements of the inverse matrix
(m~!) are huge expressions. We recommend using NCSimplifyRational [NCInver-
se [m]] to improve the formula you get. In some cases, NCSimplifyRational [m~'m]
does not provide the identity matrix, even though it does equal the identity matrix.
The formula we use for NCInverse[] comes from the LDU decomposition. Thus in
principle it depends on the order chosen for pivoting even if the inverse of a matrix

is unique.

6.4.11 NCPermutationMatrix[aListOfIntegers]

Aliases: None.

Description: NC PermutationMatriz|aListO fIntegers| returns the permutation matrix
associated with the list of integers. It is just the identity matrix with its columns

re-ordered.
Arguments: alistO fIntegers is an encoding which specifies where the 1’s occur in each
column. e.g., aListOfintegers = {2,4, 3,1} represents the permutation matrix
0
P =

o O = O
_— o O O
o OO =

0
1
0
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Comments / Limitations: None.

6.4.12 NCMatrixToPermutation[aMatrix]

Aliases: None.

Description: NCMatrixToPermutation[aMatrix] returns the permutation associated with

the permutation matriz, aMatrix. Basically, it is the inverse of NCPermutationMatrix.

Arguments: aMatrix must be matrix whose columns (or rows) can be permuted to yield
the identity matrix. In other words, aMatrix must be a permutation matrix. For ex-
ample, if m = {{0,0,0,1}, {1,0,0,0},{0,0,1,0},{0,1,0,0}}, then NCPermutationMatrix|m]
gives {2,4,3,1}.

Comments / Limitations: None.

6.4.13 NCCheckPermutation[SizeOfMatrix, aListOfPermutations]

Aliases: None.

Description: If aListOfPermutations is consistent with the matrix size, SizeOfMatrix,
then the output is valid permutation list. If not, the output is not valid

permutation list.
Arguments: The size of a square matrix (an integer) and a list of permutations.

Comments / Limitations: If the SizeOfMatrix is n, then aListOfPermutations must
be a list of n — 1 permutations of the integers 1 through n. Since this command is
generally called within the context of NCLDUDecomposition the list of permutations

must correspond to a list that can be used within the command.

6.4.14 Diag[aMatrix]

Aliases: None.
Description: Returns the elements of the diagonal of a matrix.
Arguments: None.

Comments / Limitations: The code is Flatten|MapIndexed[Part,m]].
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6.4.15 Cascade[P, K]
Aliases: None
Description: Cascade[P, K| is the composition of P, K as is found is systems engineering.
Arguments: P is a 2x2 block matrix. K is a symbol.

Comments / Limitations: frequency response functions grow from this.

6.4.16 Chain[P]

Aliases: None

Description: Chain[P] returns the chain matrix arising from P as is found in systems

engineering.
Arguments: P is a block 2x2 matrix.

Comments / Limitations: Chain| | assumes appropriate matrices are invertible.

6.4.17 Redheffer[P]

Aliases: None

Description: Redhef fer[P] gives the inverse of chain.
Redheffer[Chain[P]] = P = Chain|[Redheffer[P]].

Arguments: P is a block 2 x 2 matrix.

Comments / Limitations: Redhef fer[P] assumes the invertiblity of the entries of P.

6.4.18 DilationHalmos|x]

Aliases: None

Description: DilationHalmos[z] gives block 2 x 2 matrix which is the Halmos dilation

of x
Arguments: x is a symbol

Comments / Limitations: u = DilationHalmos|z| has the property u is unitary, that
is, MatMult|u,tpMat[u]] == IdentityMatriz|2] and MatMult[tpMatlu],u] ==
IdentityMatriz|2)].
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6.4.19 SchurComplementTop[M]
Aliases: None

Description: SchurComplementT op| M| returns the Shur Complement of the top diago-
nal entry of a block 2 x 2 matrix M.

Arguments: M is a block 2 x 2 matrix.

Comments / Limitations: Assumes invertibility of a diagonal entry.

6.4.20 SchurComplementBtm[M]

Aliases: None

Description: SchurComplement Btm[M] returns the ShurComplement of the bottom
diagonal entry of a block 2 x 2 matrix M.

Arguments: M is a block 2 x 2 matrix.

Comments / Limitations: Assumes invertibility of a diagonal entry.

6.5 Complex Analysis

6.5.1 A tutorial

The package in the file ComplexRules.m defines three objects:

e ComplexRules, transformation rules
e ComplexCoordinates,  a function that applies rules to an expression.

e ComplexD[], takes complex derivatives.

The ComplexRules package is for handling complex algebra and differentiation.
The algebra part of ComplexRules has been pretty much superceeded by the standard
Mathematica command ComplexExpand[] so we advise using that. Our complex differ-
entiation is still quite useful. ComplexRules.m may not work well with Relm.m, see the

warning at the end of this note.
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In[1]:
In[2]:

<<ComplexRules*
y = Rel(e + w z )"2]"2

2 2
Out[2]= Rel(e + w z) ]

To rewrite this in terms of variables and their conjugates, apply the list of rules

ComplexRules as follows

In[3]:=y //. ComplexRules

2 22
((e + w z) + (Conjugatel[e] + Conjugatel[w] Conjugate[z]) )

You can get the same result with the function ComplexCoordinates]:

In[4] := ComplexCoordinates[y]

2 22
((e + w z) + (Conjugatel[e] + Conjugatel[w] Conjugate[z]) )

Suppose that you know that in the expression above, e ranges in the unit circle

of the complex plane, and that w is real. To simplify you can do this:

In(5]:=7% /. {Conjugatele]l->1/e,Conjugate [w]->w}

2 1 22
((e + wz) + (- + w Conjugate([z]) )

Complex derivatives are easy to produce with ComplexD]:



In[6]:= ComplexD[ y , z]

2
Out[6l=w (e + w 2) ((e + w 2)
2
+ (Conjugatele] + Conjugate[w] Conjugate[z]) )

Here is a differentiation with respect to Conjugate[w]:

In[7]:= ComplexD[ y , Conjugate[w]]
Out [7]= Conjugate[z] (Conjugatel[e] + Conjugatel[w] Conjugatelz])
2 2
> ((e + w z) + (Conjugatel[e] + Conjugatel[w] Conjugate[z]) )
A mixed second order partial derivative is shown below:
In[8]:= ComplexD[ y , Conjugatel[z] , z]
Out[8]= 2 w (e + w z) Conjugate[w]

> (Conjugatele] + Conjugate[w] Conjugate[z])

Repeated differentiation is also possible:

In[9]:

ComplexD[ y , {Conjugatelz],2}]

2
2 Conjugate[w] (Conjugatel[e] + Conjugatel[w] Conjugatelz])

Out [9]

2

+
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> Conjugate[w] ((e + w z) + (Conjugatele] + Conjugate [w]

> Conjugate([z]) )

Finally, we point out that it is possible that applying ComplexRules to an ex-
pression and applying ComplexCoordinates to it may yield different output (the same
mathematically of course). Reason: ComplexCoordinates applies ComplexRules to the
expression, in addition to a rule for transforming Abs|z] into Sqrt[ z Conjugate(z]]. Exam-

ple:

In[10]:= Abs[z"2 + 1]°2 //. ComplexRules

22
Out[10]= Abs[1l + z ]

In[11] := ComplexCoordinates[ % ]

2 2
Out[11]= (1 + z ) (1 + Conjugate([z] )

ComplexD[] handles Abs|]* etc.:

In[12] := ComplexD[ Abs[z"2 + 1]7°2,z]

2
Out[12]= 2 z (1 + Conjugatel[z] )

ComplexD|[] also handles Abs[]! but the answer does not look as pretty:
In[13]:= ComplexD[ Abs[z"2 + 1],z]
2
z (1 + Conjugate([z] )

Out [18]= ————mmmmmmm oo

Sqrt[(1 + z ) (1 + Conjugatel[z] )]



69

WARNING: The standard Mathematica package Relm.m sets things so that expressions
of complex variables “z” are rewritten in terms of Re[z|, Im[z] (for example).

Compare this to the output of functions in the package ComplexRules.m, where
the expressions of complex variables “z” are given in terms of z, Conjugate|z].

You may load both Relm.m and ComplexRules.m, but keep in mind that the
objectives of the packages conflict. Furthermore, programs that need ComplexRules to
run will sometimes not work if Relm.m has been loaded.

Mathematica can manipulate complex analysis via X + I Y where X and Y are
commutative (e.g., numbers). However, it is often more convenient to calculate in terms
of z and the conjugate of z. We implement a few commands in the file NCComplex.m. We
discuss these commands below. One may also look at the file NCComplex.m for further

documentation.

6.5.2 ComplexRules

Aliases: None

Description: Complex Rules is a set of replacement rules for writing expressions in terms
of the variables and their complex conjugates. For example, use this with input
containing numbers and variables, as well as operators/functions such as + — x /|
Rel[], Im[], Conjugatel], Exp[], Power[], Sin[], Cos[] and others. Apply the command
expr//.ComplexRules. Try the following example:

Re[(1 4+ 2w)?)? //.ComplexRules

Arguments: None

Comments / Limitations: This only works for expressions defined with the commutative

multiplication.

6.5.3 ComplexCoordinates[expr]

Aliases: None

Description: ComplexCoordinates|expr| expands expr in terms of the variables and
their complex conjugates. The difference between ComplexCoordinates|expr| and
Complex Rules is in the case Abs[z]?//.ComplexRules. This case returns the same
expression instead of z and Conjugate[z]. If you desire to use the latter expression,
you can use ComplexCoordinatesexpr|. This function replaces Abs[z] by Sqrt|z

Conjugate|z]], after applying ComplexRules.
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Arguments: expr is any expression with + — x /, Re[], Im[], Conjugate][], Exp][], Power|],
Sin[], Cos|[] and others

Comments / Limitations: This only works for expressions defined with the commutative

multiplication.

6.5.4 ComplexD[expr, aVariable]

Aliases: None

Description: ComplexD|expr,aVariable] calculates the derivative of the complex expres-
sion expr with respect to the “complex” variable aVariable. You can also calculate

the derivative with respect to Conjugate[aVariable]. Try these examples:

Complex D[Conjugate| Exp|z + 1/Conjugate|z]]?], 2];
ComplexD[Re[(1 + zw)?|?, w;

Complex D[Abs[1/(e? — 1) — z]2, z];

Complex D[Conjugate| Exp|z + 1/Conjugate[z]]?], Conjugate|z]];

Here is a second order derivative:

ComplexD[Conjugate[Exp|z + 1/Conjugate[z]]?, z, 2];

Arguments: expr is a complex expression. aV ariable is the variable in which to take the

derivative with respect to.

Comments / Limitations: This only works for expressions de