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1 Introduction

1.1 Notations

Let G = (V,E) be a graph. We denote V := V (G) to be the set of vertices of G, v(G) := |V (G)|;
we denote E := E(G) to be the set of edges of G, e(G) = |E(G)|. We say x ∈ G if x is a vertex of
G, and we say X ⊆ G if X is a subset of V (G). For X ⊆ G, let G[X] be the induced subgraph on
G with vertex set X.

1.2 The Erdős-Rogers Function

Definition 1.2.1 (The Erdős-Rogers function). Let F,G be some graphs, and let H be a G-free
graph on n vertices. We define f(H,F,G) := max{|K| : K ⊆ H, H[K] is F -free}. We then define
the Erdős-Rogers function f(n, F,G) to be as follows:

f(n, F,G) = min
H is G-free, |H|=n

f(H,F,G) = min
H is G-free, |H|=n

max{|K| : K ⊆ H, H[K] is F -free}.

(1.2.1)

For a brief overview of the progress of the Erdős-Rogers function in the last three decades, one
may refer to the introduction part of [10] for more detail. The purpose of this paper is to inspect
how tools from entropy, finite geometry and arithmetic progressions paves the ways towards the
probabilistic methods that will be used to deduce the results of certain Erdős-Rogers functions.

2 Lower Bound on f(n,Ks, Ks+1) for s ≥ 3

Remark: Need to show that c(r) is bounded above!!! There is such a lack of rigor!!!
in this section, we will prove the best known lower bound on f(n,Ks,Ks+1) for s ≥ 3 through
arguments on independent sets of Ks+1-free graphs. Through the results from Shearer in 1995, we
will deduce the following lower bound:

Theorem 2.0.1. For any s ≥ 3, f(n,Ks,Ks+1) = Ω(
√
n log n/ log log n)

To prove this theorem, we need the next theorem by Shearer:

Theorem 2.0.2 (Shearer 1995 [19]). For any r ≥ 4, Let G be a Kr-free graph with the size of
vertices |V (G)| = n with d = ∆(G), the maximum degree over all vertices in G. Let α(G) denote
the maximum size over all independent sets of G. Then,

α(G) = Ω(
n log d

d log log d
). (2.0.1)

Proof of Theorem 2.0.1: For any Ks+1-free graph G choose v ∈ V (G) such that |N(V )| = d.
Notice that N(V ) is Ks-free. Since an independent set must be Ks-free for any s ≥ 2,

f(n,Ks,Ks+1) = Ω(min
d

(max{d, n log d

d log log d
})). (2.0.2)
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Note that the minimum occurs precisely (up to constant factors) when d = n log d
d log log d , i.e., d =√

n log d/ log log d, as log d
d log log d is a decreasing function with respect to d. So d ∈ [

√
n,
√
n log n/

√
log logn] as log d

log log d is an increasing function whose image is in [1, logn
log logn ]. Since log d

d log log d is
a decreasing function with respect to d, and when d =

√
n log n/ log log n, n log d

d log log d = n logn
log logn ·√

log logn
n logn = d up to constant factors. Therefore, d =

√
n log n/ log log n gives the desired leading-

term equality, which implies the theorem.

2.1 A Short Introduction to Entropy

This section is a short exposition on the essences of entropy that will be enough to understand
Shearer’s proof of Theorem 2.0.2. The section itself is condensed, with lots of definitions and short
theorems in [14], and the main observation is lemma 2.1.15.

Definition 2.1.1. Let (Ω,F) be a finite probability space, i.e. Ω = {ω1, ..., ωn} for some n ∈ N,
F = P (Ω) is the set of subsets of Ω. Let X : Ω→ Ξ be a discrete random variable with distribution
px and support S = {x ∈ Ω : pX(x) > 0}. Then H(X), the entropy of X is defined as follows:

H(X) :=
∑
x∈S

pX(x) log(
1

pX(x)
) =

∑
x∈S
−pX(x) log(pX(x)). (2.1.1)

Remark 2.1.2. We extend the definition of H(X) on Ω by putting pX(x) log(1/pX(x)) to be 0 for
all x /∈ S.

Remark 2.1.3. We can similarly define the entropy of X (with the properties defined above) with
different bases of logarithm. For example, the log 2 or log2 entropy of X, denoted H2(X) is defined
to be:

H2(X) :=
∑
x∈S

pX(x) log2(
1

pX(x)
) =

∑
x∈S
−pX(x) log2(pX(x)) =

H(X)

log 2
. (2.1.2)

Theorem 2.1.4. Let X be a discrete random variable with finite support S with |S| = k, then
0 ≤ H(X) ≤ log k, and H(X) = log k iff pX(x) = 1/k ∀x ∈ S.

Proof. By Jensen’s Inequality, H(X) =
∑

x∈S pX(x) log pX(x) ≤ log(
∑

x∈S pX(x)/pX(x)) = log k,
and equality holds iff pX(x) = 1/k ∀x ∈ S. Also, H(X) =

∑
x ∈ S − pX(x) log(pX(x)) and since

pX(x) ≤ 1, − log(pX(x)) ≥ 0 so the lower bound follows.

Definition 2.1.5. For random variablesX and Y with supports S ⊆ Ω1 and T ⊆ Ω2, the conditional
entropy of X given Y = y is

H(X|Y = y) =
∑
x∈S

pX|Y=y(x) log(
1

pX|Y=y(x)
) (2.1.3)

where pX|Y=y is the distribution X conditioned on Y = y. The conditional entropy, denoted
H(X|Y ), is

H(X|Y ) =
∑
y∈T

pY (y)H(X|Y = y) =
∑

x∈S, y∈T
pX,Y (x, y) log(

1

pX|Y=y(x)
). (2.1.4)
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Corollary 2.1.6. H(X|X) = 0.

Proof of Corollary.

H(X|X) =
∑
x∈S

pX(x)H(X|X = x)

=
∑
x∈S

pX(x)
∑
y∈S

pX|X=x(y) log(
1

pX|X=x(y)
)

=
∑
x

0 = 0.

(2.1.5)

Definition 2.1.7. the mutual information between X and Y , denoted I(X;Y ), is

I(X;Y ) := H(X)−H(X|Y ) = EX,Y [log
pX,Y (x, y)

pX(x)pY (y)
] (2.1.6)

Remark 2.1.8. I(X;Y ) is reflexive by the above definition.

Remark 2.1.9. I(X;X) = H(X) by Corollary 2.1.6.

Definition 2.1.10. The random variable X̂ = (X1, ..., Xn) where Xi : Ωi → R is called a random
vector (with dimension n), and the distribution associated to X̂ is pX̂(x̂) = p(X1,...,Xn)((x1, ..., xn))
where x̂ = (x1, ..., xn).

Definition 2.1.11. For random vectors X̂ = (X1, ..., Xn) and Ŷ = (Y1, ..., Yn) of the same dimen-
sions, (X̂, Ŷ ) is memoryless if for x̂ = (x1, ..., xn), ŷ = (y1, ..., yn),

pŶ |X̂=x̂(ŷ) =
n∏

i=1

pYi|Xi=xi
(yi). (2.1.7)

Remark 2.1.12. (X̂, X̂) is memoryless since

pX̂|x̂(ŷ) =

{
1 if yi = xi ∀i;
0 otherwise.

=
n∏

i=1

pXi|xi
(yi). (2.1.8)

Theorem 2.1.13. For n-dimensional memoryless random vectors X̂ and Ŷ ,

I(X̂, Ŷ ) ≤
n∑

i=1

I(Xi;Yi). (2.1.9)

Proof. Note that

I(X̂, Ŷ ) = EX̂,Ŷ [log
pX̂,Ŷ (x̂, ŷ)

pX̂(x̂)pŶ (ŷ)
] (2.1.10)
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and
n∑

i=1

I(Xi;Yi) =
∑
x̂,ŷ

EXi,Yi [log
pYi|Xi=xi

(yi)

pYi(yi)
]

= EX̂,Ŷ [log

∏n
i=1 pYi|Xi=xi

(yi)∏n
i=1 pYi(yi)

]

= EX̂,Ŷ [log
pŶ |X̂=x̂(ŷ)∏n
i=1 pYi(yi)

]

= EX̂,Ŷ [log
pX̂,Ŷ (x̂, ŷ)

pX̂(x̂)
∏n

i=1 pYi(yi)
]

(2.1.11)

So

I(X̂, Ŷ )−
n∑

i=1

I(Xi;Yi) = EXi,Yi [log
pX̂,Ŷ (x̂, ŷ)

pX̂(x̂)pŶ (ŷ)
·
pX̂(x̂)

∏n
i=1 pYi(yi)

pX̂,Ŷ (x̂, ŷ)
]

= EXi,Yi [log

∏n
i=1 pyi(yi)

pŶ (ŷ)
]

= EYi [log

∏n
i=1 pyi(yi)

pŶ (ŷ)
]

(Jensen’s Inequality) ≤ log(EYi [

∏n
i=1 pyi(yi)

pŶ (ŷ)
])

= log(
∑
ŷ

n∏
i=1

pYi(yi))

= 0 by the observation that
∑
ŷ

n∏
i=1

pYi(yi)) = 1.

(2.1.12)

Hence, theorem follows.

Corollary 2.1.14. For X̂ = (X1, ..., Xn), H(X̂) ≤
∑n

i=1H(Xi).

Proof. The corollary follows from Remark 2.1.9.

Lemma 2.1.15 (Kleitman, Shearer, and Sturtevant [12]). Let F ⊆ P ([n]) be a collection of distinct
subsets of [n], where i ∈ [n] occurs in a proportion αi over all elements in F . Then

log |F | ≤
n∑

i=1

H(αi), (2.1.13)

where H(α) = −α logα− (a− α) log(1− α) for all α ∈ (0, 1].

Proof. let F := {S1, ..., Sr} be such a collection. let p be a probability measure on F such that
p(Sj) = 1/r for all j ∈ [r]. ∀i ∈ [n], let Xi : F → {0, 1} be a random variable where ∀j ∈ [r],

Xi(Sj) =

{
1 if i ∈ Sj
0 otherwise.

(2.1.14)



2 LOWER BOUND ON f(n,Ks,Ks+1) FOR s ≥ 3 6

So p(X−1
i (1)) = αi for all i, which implies H(Xi) = H(αi). Now let S = (X1, ..., Xn) be a random

vector. By equation 2.1.14, S : F → {0, 1}n is injective. So S is uniformly distributed with the
probability measure p. Therefore,

H(S) =

r∑
i=1

p(Si) log
1

p(Si)
= r · 1

r
· log r = log r = log |F |. (2.1.15)

By Corollary 2.1.14,

log |F | = H(S) ≤
n∑

i=1

H(Xi) =
n∑

i=1

H(αi). (2.1.16)

Lemma follows.

2.2 Proof of Theorem 2.0.2

Lemma 2.2.1 (Shearer [19]). Let G be a Kr-free graph with r ≥ 3, I(G) be the set of independent
sets of G, and ᾱ(G) be the average size of independent sets in G. Then as |I(G)| → ∞,

ᾱ(G) = Ω
log |I(G)|

log log |I(G)|
. (2.2.1)

Proof. Let m := |V (G)|, k = α(G), ϕ = ᾱ(G)
m . Then,

Claim 1. We have the following three properties:

(1) ᾱ(G) = mϕ,

(2) |I(G)| ≥ 2k,

(3) |I(G)| ≤ 2mH2(ϕ).

Proof of Claim. Note that (1) and (2) follows immediately by definition. For (3), denote V (G) :=
{y1, ..., ym} let I(G) := {S1, ..., Sγ}. let p be a probability measure on F such that p(Sj) = 1/γ for
all j ∈ [γ]. ∀i ∈ [m], let Xi : I(G)→ {0, 1} be a random variable where ∀j ∈ [γ],

Xi(Sj) =

{
1 if yi ∈ Sj
0 otherwise.

(2.2.2)

Now let X := (X1, ..., Xm) be the random vector with the uniform distribution. Then by lemma
2.1.15,

log |I(G)| ≤
m∑
i=1

H(Xi) =

m∑
i=1

H(αi) ≤(∗) mH(

∑m
i=1 αi

m
) =(∗∗) mH(

ᾱ(G)

m
), (2.2.3)

where (∗) follows from the observation that
∑m

i=1 |I(G)|αi counts the sum of occurrences of each
vertex over all independent sets of S, which equals |I(G)|ᾱ(G), and (∗∗) follows from the fact that
f(x) := −x log x−(1−x) log(1−x) is concave on (0, 1) as by calculus methods, its second derivative
is

f ′′(x) = − 1

1− x
− 1

x
. (2.2.4)
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Dividing both sides of the equation 2.2.3 by log 2 and exponentiating over 2, we get |I(G)| ≤
2mH2(ᾱ(G)/m) = 2mH2(ϕ). ‌□ (claim)

By the above claim we have

ᾱ(G) = mϕ = mH(ϕ) · ϕ

H(ϕ)
≥ ϕ

H(ϕ)
· log |I(G)|

log 2
. (2.2.5)

So it remains to find a lower bound for ϕ/H(ϕ) in terms of |I(G)|. By calculus methods (i.e. on
value of the function and its first and second derivative), ϕ/H(ϕ) is increasing, so it’s enough to find
a lower bound for ϕ and replace H(ϕ) with a larger value when ϕ reaches its lower bound. Since
mH2(ϕ) ≥ log2 |I(S)| ≥ k, H(ϕ) ≥ k/m.

Claim 2. ∀r ≥ 3 and Kr-free graph G with vertex size |V (G)| = m, α(G) = k := kr(m) ≥ m
1

r−1 .

Proof of Claim. Let d = ∆(G), the maximum degree over all vertices in G. If r = 3, then by
Turan’s theorem (Caro-Wei bound [1]), which states that for all H with |V (H)| = n, ∆(H) = d,
then α(H) ≥ n

d+1 k ≥ max(d,m/d) ≥ mind(max(d, m
d+1)). Note that max(d, m

d+1) obtains minimum
when d = m

d+1 , which implies d = m1/2 = m1/(3−1). So claim true for r = 3. Now suppose the claim
is true for r = 1, ..., n − 1. For r = n, let d be defined as above, then k ≥ max(kn−1(d),m/d) ≥
max(d1/(n−2),m/d), which obtains minimum when d1/(n−2) = m/d ⇒ d = m

n−2
n−1 , which gives

k ≥ m1−(n−1). ‌□ (claim)

So H(ϕ) ≥ m− r−2
r−1 by claim, and we thus have

−ϕ log ϕ− (1− ϕ) log(1− ϕ) ≥ m− r−2
r−1

ϕ(log ϕ− log(1− ϕ)) + log(1− ϕ) ≤ −m− r−2
r−1

ϕ log
ϕ

1− ϕ
+ log(1− ϕ) ≤ −m− r−2

r−1

log
ϕϕ

(1− ϕ)ϕ−1
≤ −m− r−2

r−1

ϕϕ(1− ϕ)1−ϕ ≤ e−m
− r−2

r−1
.

(2.2.6)

Note that g(x) = xx is lower bounded by 1/e by a calculus argument (i.e. on value of the function
and its first and second derivative), so we have

ϕϕ/e ≤ e−m
− r−2

r−1

ϕ log(e−1ϕ) ≤ −m− r−2
r−1

ϕ log
1

e−1ϕ
≥ m− r−2

r−1 .

(2.2.7)

So for large enough m,

ϕ ≥ c(m)

m
r−2
r−1 logm

. (2.2.8)
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for some constant c(m). Notice that if H(ϕ) = m− r−2
r−1 , then the inequality in the equation 2.2.8

still holds. By a calculus argument, H(ϕ) is increasing on (0, e/2). So for large enough m and for
ϕ = c(m)

m
r−2
r−1 logm

, H(ϕ) ≤ m− r−2
r−1 , which implies that ϕ/H(ϕ) ≥ c(m)/ logm. So

ᾱ(G) ≥ ϕ

H(ϕ)
· log |I(G)|

log 2
≥ c(m)

logm
· log |I(G)|

log 2
. (2.2.9)

Note that |I(G)| ≥ 2k ≥ 2m
1/(r−1) , so logm = O(log log |I(G)|). Hence,

ᾱ(G) = Ω(
log |I(G)|

log log |I(G)|
). (2.2.10)

Theorem 2.2.2 (Shearer [19]). For any n-vertex d-regular graph G that is Kr-free for all r ≥ 4.
Let ᾱ(G) be the average size of an independent set in G. Then for d = d(n) where d(n) → ∞ as
n→∞, ᾱ(G) ≥ c(r)n log d

d log log d for some constant c(r), i.e. ᾱ(G) = Ω( n log d
d log log d).

Proof. Let p be a uniform distribution of I(G), i.e. ∀S ⊆ I(G), p(S) = 1
|I(G)| . For all x ∈ V (G), let

T := N(x) denote the neighborhood of x, px := p({S ∈ I(G), x ∈ S}), dp̄x be the average number
of neighbors of x being in some element in I(G), Hx := G[V (G)\{x ∪ N(x)}] be the induced
subgraph of G with vertex sets V (G)\{x ∪N(x)}, and for all S ⊆ N(x) (s can be ∅), let f(S) be
the probability that there exists some independent set FHx s.t. E(S, FHx) = ∅, i.e. there is no edge
between S and FHx and V (T )\V (S) = NG,T (FHx) where NG,T (FHx) denote the neighborhood of
vertex sets FHx under the graph G. Now note that each F ∈ I(G) is a union of some Fx ∈ I(H) (Fx

can be ∅) and some unique element in I(N(x))∪ {x}. Note that each such Fx has a neighborhood
NT,G(Fx) ⊆ T which determines some SFx defined above. Also note that

|I(G)| =
∑

∅⊆Fx⊆I(H)

(1 + 1 + |I(SFx)|) (2.2.11)

as there are three categories of ways that we can build an independent set in G from Fx, the first
one of which is to keep Fx, not adding or deleting any vertex when Fx is nonempty, the second one
of which is to add x to Fx as N(x)∩Fx = ∅, and the third one of which is to add some independent
set of SFx . Now, by double counting,

|I(G)| =
∑

∅⊆Fx⊆I(H)

(1 + 1 + |I(SFx)|) =
∑

∅⊆S⊆T

|I(Hx)|f(S)(|I(S)|+ 1 + 1). (2.2.12)

So, since
∑

∅⊆S⊆T f(S) = 1,

px =
|I(G)| −

∑
∅⊆S⊆T |I(Hx)|f(S)(|I(S)|+ 1)

|I(G)|

= 1−
1 +

∑
∅⊆S⊆T f(S)|I(S)|

2 +
∑

∅⊆S⊆T f(S)|I(S)|

=
1

2 +
∑

∅⊆S⊆T f(S)|I(S)|
.

(2.2.13)
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Moreover,

dp̄x =

∑
∅⊆S⊆T

∑
FS∈I(S) f(S)|FS |

2 +
∑

∅⊆S⊆T f(S)|I(S)|
=

∑
∅⊆S⊆T f(S)|I(S)|ᾱ(S)

2 +
∑

∅⊆S⊆T f(S)|I(S)|
(2.2.14)

and so

p̄x =

∑
∅⊆S⊆T f(S)|I(S)|ᾱ(S)

d(2 +
∑

∅⊆S⊆T f(S)|I(S)|)
. (2.2.15)

Note that by lemma 2.2.1, there exists some constant c = c(r−1) such that ᾱ(S) ≥ c(r−1) log |I(S)|
log log |I(S)|

as S ⊆ T is Kr−1-free for all S. Now let λ = λ(d) be some parameter that will be set later, let
w =

∑
∅⊆S⊆T, |I(S)|≥λ f(S)|I(S)|, y = c(r−1) log λ/ log log λ. Then we have ∀S ⊆ T s.t. |I(S)| ≥ λ,

ᾱ(S) ≥ y, and so

px ≥
1

2 + λ+ w
and p̄x ≥

1
d
wy (2 + λ+ w)

. (2.2.16)

Note that if yw/d ≥ 1 then p̄x ≥ px and d/yw ≤ 1⇒ p̄x ≥ 1
2+λ+d/y ; if yw/d ≤ 1 then p̄x ≤ px and

d/yw ≥ 1 ⇒ px ≥ 1
2+λ+d/y . Let px,F be the probability that x ∈ F for a fixed F ∈ I(G). Then

∀x ∈ F , px,F = 1
|I(G)| . Therefore,

ᾱ(G) =
∑

F∈I(G)

|F |
|I(G)|

=
∑

F∈I(G)

∑
x∈F

px,F =
∑
x∈G

∑
F∋x

px,F

=
∑
x∈G

px =

∑
x∈I(G) dp̄x

d
=

∑
x∈G

p̄x.

(2.2.17)

and

2ᾱ(G) =
∑
x∈G

(px + p̄x) ≥
∑
x∈G

max(px, p̄x) ≥
∑
x∈G

1

2 + λ+ d/y

=
n

2 + λ+ d/y
=

n

2 + λ+ c(r − 1)d log log λlog λ

=
n log λ

λ log λ+ 2 log λ+ c(r − 1)d log log λ
.

(2.2.18)

Now let λ = d/ log d, then up to constant multiple of leading terms by some c′,

ᾱ(G) ≥ c′n log d

d log log d
. (2.2.19)

Proof of Theorem 2.0.2. For Kr-free (r ≥ 4) n-vertex graph G, let D := ∆(G), and let "d =
δ(G), i.e. the minimum degree over all vertices of G. We apply the following process to make a
D-regular graph Γ: First we label vertices of G to be {v1, ..., vn}, and next we take 2(D−d) disjoint
copies G1, ..., GD−d of G with vertices {vj1, ..., v

j
n} ∈ Gj for all j ∈ [D − d] and ∀i, j ∈ [D − d], the

function fij : Gi → Gj , fij(vik) = vjk for all k ∈ [n] is an isomorphism, i.e. {vik, vik′} is an edge if and
only if {vjk, v

j
k′} is an edge. We call the set Γk := {v1k, ..., v

2(D−d)
k } the kth corresponding vertex set

of G. Now for any corresponding vertex set of G, we bipartition Γk into Ak := {v1k, ..., v
D−d
k } and
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Bk = Γk\Ak. Then, corresponding vertex-wise, if |N(Vk)| = rk for some rk ∈ {d, d+ 1, ..., D}, then
we make a (D − rk)-regular bipartite graph with parts Ak and Bk on Γk. It follows that Γ is D-
regular and Kr-free ∀r ≥ 4 because non-corresponding vertices on different copies are disconnected
and the planted bipartite graphs on each corresponding vertex set is triangle-free and thus Kr-free
for r ≥ 4. Now by Theorem 2.2.2,

ᾱ(Γ) ≥ c′ · 2(D − d)n logD

D log logD
, (2.2.20)

which implies that ∃F ⊆ I(Γ) s.t. |F | ≥ ᾱ(Γ) and so averaging over 2(D − d) copies of G,
∃FGj ⊆ F ∩Gj with |FGj | ≥ ᾱ(G) ≥ c′n

log d
d log log d . Hence we have

α(G) ≥ |FGj | = Ω(
n log d

d log log d
), (2.2.21)

where d = d(n) such that d(n)→∞ as n→∞.

3 Upper Bound on f(n,Ks, Ks+1) for s ≥ 3: Preliminaries

3.1 Finite Geometry Background

This section will mainly cover the finite geometry background behind Mubayi and Verstraëte’s
results [15] and will cover roughly chapter 1 and 2 of Barwick and Ebert’s Unitals in Projective
Planes [3]. We will briefly introduce the finite geometric properties behind Hermitian unitals,
from projective spaces, finite fields, and α-sesquilinear forms to the construction of the Hermitian
unitals. Another purpose of this section is to exemplify a connection between finite geometry and
its combinatorial applications. More details regarding the connection between finite geometry and
extremal combinatorics can be found in [2] and [6].

3.1.1 Projective Plane

Definition 3.1.1. A projective plane P = (P,L) is a pair of two sets P , called points and L, a
collection of subsets of P , called lines, such that the following conditions hold:

(1). ∀p1, p2 ∈ P, ∃ unique l ∈ L s.t. p1, p2 ∈ l,

(2). ∀l1, l2 ∈ L, l1 ∩ l2 = p for some p ∈ P ,

(3). |P | ≥ 4 and for all l ∈ L, |L| ≥ 3,

(4). ∃p1, p2, p3, p4 such that no triple is contained in a common line l.

The following two lemmas are examples of some interesting results from the axioms. It’s not hard
to prove them, so I will leave the proof as an exercise on people that try to understand projective
plane in more detail.

Lemma 3.1.2. The last axiom of the above definition is equivalent to the following:
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• ∃l1, l2, l3, l4 such that all triples la, lb, lc ∈ {l1, l2, l3, l4} have empty intersection, i.e. la∩lb∩lc =
∅.

Lemma 3.1.3. A projective plane must have at least 7 points and 7 lines.

Definition 3.1.4. The dual of the projective plane P = (P,L), P ′ = (P ′, L′), is the geometric
structure produced by reversing the containment of points and lines, i.e., we put L′ = P and
P ′ = L and for any l ∈ L = P ′, p ∈ P = L′, we say l ∈ p in P ′ iff p ∈ l in P.

Remark 3.1.5. The dual of any projective plane is a projective plane by Definition 3.1.1 and
Lemma 3.1.2.

Definition 3.1.6. For projective planes P1 = (P1, L1) and P2 = (P2, L2), a function ϕ : P1 → P2 is
an isomorphism if ϕ|P1 : P1 → P2, ϕ|L1 : L1 → L2 are bijections and for all p1, l1 ∈ P1, ϕ(p1) ∈ ϕ(l1)
if and only if p1 ∈ l1. P1 and CP2 are isomorphic, denoted P1 ∼= P2, if such ϕ exists. We call the
isomorphism ϕ : P1 → P1 an automorphism or a collineation of P1.

Upon understanding of the following theorem, we use the fact that every finite-dimensional vector
space V over any field F has a finite basis (i.e. a linearly independent set that spans V ), and all
bases of F have the same cardinality. The theorem can be proved using induction, and I will omit
this proof as it deviates our focus on this section.

Theorem 3.1.7 (Dimension Theorem). For each n-dimensional vector space V over some field F
and for any subspaces A,B ⊆ V ,

dim(A) + dim(B) = dim(A+B) + dim(A ∩B). (3.1.1)

Note that by the Gram-Schmidt Process, any finite-dimensional inner product space has an or-
thonormal basis. Also for any n ∈ N, for the n-dimensional vector space V over some field F , we
can always assign an inner product to V : Indeed, we first choose a basis {e1, e2, ..., en} of V and
define an inner product ⟨·, ·⟩ as follows: ∀x =

∑n
i=1 aiei, y =

∑n
i=1 biei, we let ⟨x, y⟩ :=

∑n
i=1 aibi.

It follows that (V, ⟨·, ·⟩) is an inner product space with an orthonormal basis {e1, e2, ..., en}. So for
any n-dimensional vector space V over F , we may recognize V = Fn := {

∑n
i=1 aiei | a1, ..., an ∈

F, {e1, ..., en} is an orthonormal basis of (V, ⟨·, ·⟩)}, and may also write each element x ∈ V in
coordinates, i.e. for x =

∑n
i=1 aiei, x = (a1, a2, ..., an)

T .

3.1.2 The Projective Plane PG(2, F )

With the dimension theorem, we now construct the classical projective plane PG(2, F ). On
the 3-dimensional vector space F 3, we let P = PG(2, F ) = (P,L) where P := {p ⊆ F 3 :
p is a 1-dimensional subspace and L := {l ⊆ F 3 : L is a 2-dimensional subspace}. For any p ∈ P ,
l ∈ L, we say p ∈ l if and only if p ⊆ l in F 3. Then we have the following proposition:

Proposition 3.1.8. P defined above is a projective plane.

Proof. By the dimension theorem, since 2 distinct 1-dimensional subspaces are linearly independent,
they span a unique 2-dimensional subspace l ⊆ F 3; since for any 2 distinct 2-dimensional subspaces
A,B, dim(A ∩ B) ≥ 1, dim(A ∩ B) = 1, which implies that A ∩ B = p for some 1-dimensional
subspace p. Lastly, for 1-dimensional subspaces e1, e2, e3 and e1 + e2 + e3, note that any triple
will span F 3, which implies that they do not lie in any 2-dim subspace l, which satisfies the last
axiom.
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Definition 3.1.9 (Homogeneous Coordinates). Note that any 1-dimensional subspace p of PG(2, F )
is generated by some vector v⃗ = [x1, x2, x3]

T : it consists of all F -multiples of [x1, x2, x3]T , i.e. p =
{λ[x1, x2, x3]T : λ ∈ F}. Therefore, we may represent p with any nonzero multiple of [x1, x2, x3]T ,
and, hence, we call [x1, x2, x3]T the homogeneous coordinates of p.

Hence, the reason underlying the notation of PG(2, F ) to be a projective plane constructed from
V = F 3 is addressed through the following definition:

Definition 3.1.10 (Projective dimension). Through the definition of homogeneous coordinates,
we naturally recognize 1-dimensional subspaces to be "points" and 2-dimensional subspaces to be
"lines" on the projective space, also since 2 distinct 2-dimensional subspaces span F , we now define
the projective dimension dimproj(x) = dim(x)− 1 for any x ∈ F 3\{0}.

Remark 3.1.11. Under the above definition, F 3 under PG(2, F ) has projective dimension 2.

3.1.3 Projective Plane over Finite Fields

We first recall the following facts from finite fields, which can be found in any book or course that
includes field theoretic topics:

• Any finite field F has characteristic p for some prime number p,

• F ∼= Fq for some prime power q = pn (n ∈ N), where Fq is the Galois field of order pn,

• The multiplicative group F×
q = (Fq\{0},×) is cyclic, and any generator of this group is called

a primitive element of the field.

• For q = pn, The mapping ϕ : Fq → Fq, x ∈ Fq 7→ xq is a field isomorphism, and we call this
mapping the Frobenius automorphism.

For F = Fq where q is some prime power, we use PG(2, q) to represent the projective plane
PG(2,Fq). Under the notion of homogeneous coordinates, when F = Fq where q is a prime power,
we have the following properties:

• [x1, x3, x3]
T equals one of [0, 0, 1], [0, 1, z] or [1, y, z] for some y, z ∈ Fq. Therefore, PG(2, q)

contains q2 + q + 1 points.

• For any [x1, x2, x3], [y1, y2, y3] ∈ F3
q , there exists a line l = span{[x1, x2, x3]T , [y1, y2, y3]T } =

{λ1[x1, x2, x3]T + λ2[y1, y2, y3]
T : λ1, λ2 ∈ Fq}. So each line contains q + 1 points.

By a standard counting argument over each fixed point, we observe the third property:

• Each point is contained in q2+q+1−1
q = q + 1 lines.

Now by double counting on point-line incidence pairs (p, l) where p ∈ l, we deduce the fourth
property:

• |L| = (q2+q+1)(q+1)
q+1 = q2 + q + 1 lines,
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where q2+q+1 on the numerator represents the number of points, q+1 on the numerator represents
the number of lines containing each p ∈ P , and the q+1 on the denominator represents the number
of points contained in l for each l ∈ L.

Example 3.1.12. The Fano plane PG(2, 2) is the smallest projective plane, i.e. the projective
plane with the smallest size of P and L.

3.1.4 Projective Geometry

Definition 3.1.13 (Projective Geometry). Following from [7], We generalize projective planes to
projective geometries P = (P,L) where P is a set called points and L is a set of subsets of P , called
lines, under the following three axioms:

• ∀p1, p2 ∈ P , there exists a unique l ∈ L such that p1, p2 ∈ l,

• ∀l ∈ L, |l| = |{p ∈ P : p ∈ L}| ≥ 3,

• ∀l1, l2 ∈ L such that l1 ∩ l2 = {p} for some p ∈ P , if q, r ̸= p are 2 distinct points on l1 and
s, t ̸= p are 2 distinct points on l2, then the lines lqr containing q and r and lst containing s
and t intersect at some point p′ ∈ P .

Remark 3.1.14. Following from the above three axioms, a projective geometry is a projective
plane if and only if for any l1, l2 ∈ L, ∅ ̸= l1 ∩ l2 ∈ P .

Definition 3.1.15. For some field F and an n-dimensional vector space V over F where n ≥ 3,
any hyperplane H is represented by some linear equation

a1X1 + a2X2 + ...+ anXn = 0 (3.1.2)

for some a1, a2, ..., an not all zero. Viewing H under the projective geometry PG(n − 1, F ), note
the H consists of points whose homogeneous coordinates are solutions to the above equation. We
then call [a1, a2, ..., an]T the homogeneous dual coordinates of H in PG(n − 1, F ). Note that the
"homogeneity" follows similarly from the definition of homogeneous coordinates of PG(n− 1, F ) as
[a1, ..., an] and λ[a1, ..., an] (λ ∈ F×) will represent the same hyperplane.

Definition 3.1.16 (Semilinear transformation). Let F be a field and V be a vector space over F ,
and α be an automorphism of F . A function T : V → V is called a semilinear transformation with
companion automorphism α if the following hold:

• ∀v, w ∈ V , T (v + w) = T (v) + T (w);

• ∀v ∈ V, λ ∈ F , T (λv) = λαT (v).

If T is a bijection, then we call T a nonsingular semilinear transformation; If α is the identity
automorphism, then we call T a linear transformation.

We state the following theorem as a blackbox, and one can gain a quick insight through [17].

Theorem 3.1.17 (Fundamental Theorem of Projective Geometry). Every automorphism (collineation)
of PG(n − 1, F ) (n ≥ 3) is induced by a nonsingular semilinear transformation of the underlying
vector space.
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Remark 3.1.18. By definition of semilinear transformations, note that the set of all automorphisms
of PG(n− 1, F ) (n ≥ 3) is a group under composition of functions. We call this group PΓL(n, F ).

Definition 3.1.19 (Homography Subgroup). Let V be an n-dimensional vector space over some field
F where n ≥ 3. The subgroup of PΓL(n, F ) consisting of all automorphisms induced by nonsingular
linear transformations of V is called the homography subgroup or subgroup of projectivities, denoted
PGL(n, F ).

3.1.5 Linear Algebra

This subsection is mainly section 1.5 of Barwick and Ebert’s book [3], with some additional references
on Simeon Ball’s Finite Geometry and Combinatorial Applications [2].

Definition 3.1.20 (α-sesquilinear form). Let F be a field and α be an automorphism of F . Let V
be a vector space over F . An α-sesquilinear form s : V × V → F is defined to be such that:

• ∀v1, v2, w1, w2 ∈ V , s(v1 + v2, w1) = s(v1, w) + s(v2, w) and s(v1, w1 + w2) = s(v1, w1) +
s(v2, w2),

• ∀λ ∈ F , v, w ∈ V , s(λv,w) = λs(v, w),

• ∀λ ∈ F , v, w ∈ V , s(v, λw) = λαs(v, w).

Note that by the second axiom, if s is an α-sesquilinear form and v, w ∈ V , then s(v, 0) = s(0, w) = 0.
We call α the companion automorphism of s and we say s is nondegenerate if the only v ∈ V
satisfying s(v, w) = 0 for all w ∈ V is v = 0.

Definition 3.1.21 (Orthogonal complement of subspaces). For all vector space V over any field
F with an α-sesquilinear form s, let W be any subspace of V . Then we define W⊥ = {v ∈ V :
s(v, w) = 0 ∀w ∈W}, called the orthogonal complement of W .

Definition 3.1.22 (Dual space). Let V be a finite-dimensional vector space over some field F . We
let V ∗ be the vector space consisting all linear maps f : V → F and call this vector space the dual
space of V

Remark 3.1.23. V ∗ is a well-defined vector space by the definition and properties of linear maps.

Proposition 3.1.24. Let {e1, e2, ..., en} be a basis of V . Let S := {e1, e2, ..., en} where ei is defined
to be such that for any i, j ∈ [n], ei(ej) = δij , which is the Kronecker delta, i.e. δij = 0 if j ̸= i and
1 if j = i. Then S is a basis of V ∗.

Proof. Since the uniqueness of linear maps are dependent on where they send the basis e1, ..., en,
we have the following bijection:

f ∈ V ∗ ←→ (f(e1), ..., f(en)) ∈ Fn ←→ f(e1)e
1 + f(e2)e

2 + ...+ f(en)e
n ∈ V ∗. (3.1.3)

Claim follows.

Definition 3.1.25. From the proposition above, we call B the standard dual basis of V ∗.
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Definition 3.1.26 (Annihilator). For W ⊆ V a subspace of a finite-dimensional vector space, we
let W ◦ = {f ∈ V ∗ : f(w) = 0 ∀w ∈ W}, called the annihilator of W . Similarly, if A is a subspace
of V ∗, we let A◦ := {v ∈ V : f(w) = 0 ∀f ∈ A}, called the annihilator of A.

Remark 3.1.27. The following construction is based on Folland’s construction of the dual of dual
spaces in section 5 of [8]. Let V be a finite-dimensional vector space over some field F . We now
let V̂ := {v̂ ∈ V ∗∗ : v ∈ V } where v̂ is defined to be such that for any f ∈ V ∗, v̂(f) = f(v).
Note that V̂ ⊆ V ∗∗ is a subspace since for all a, b ∈ F , f, g ∈ V ∗, v̂(af + bg) = (af + bg)(v) =
af(v) + bg(v) = av̂(f) + bv̂(g). Also note that for a basis {e1, ..., en} of V , {ê1, ..., ên} is a basis
of V̂ by the setup of V̂ . So ϕ : V → V̂ , ϕ(v) = v̂ ∀v ∈ V is a linear bijection (also called an
isomorphism) of vector spaces. Hence, dim(V ∗∗) = dim(V ∗) = dim(V ) = dim(V̂ ) so V̂ = V ∗∗.
Moreover, A◦ = ϕ−1({v̂ ∈ V̂ : v̂(f) = 0 ∀f ∈ A}).

Theorem 3.1.28. Let V be a finite-dimensional vector space over some field F and W be a
subspace, and let A be a subspace of V ∗. Then,

dim(V ) = dim(W ) + dim(W ◦) = dim(A) + dim(A◦). (3.1.4)

Proof. By the above remark, it’s enough to show that dim(V ) = dim(W ) + dim(W ◦). Now we let
ψ : V ∗ → W ∗, ψ(f) = f |W be the restriction map. Then note that ψ is a homomorphism on the
abelian group (V ∗,+), with the kernel {f ∈ V ∗ : f(w) = 0 ∀w ∈ W} = W ◦. By a standard linear
algebraic argument, we have dim(V ) = dim(W ) + dim(W ◦).

Theorem 3.1.29. Let V be a finite-dimensional vector space equipped with a nondegenerate α-
sesquilinear form s. Let W be a subspace of V . Then

dim(V ) = dim(W ) + dim(W⊥). (3.1.5)

Proof. For all v ∈ V,w ∈ W , let sw(v) := s(v, w) and Aw := {sw : w ∈ W}, so AW ⊆ V ∗ is a
subspace. Then we have

W⊥ = {v ∈ V : s(v, w) = 0 ∀w ∈W}
= {v ∈ V : sw(v) = 0 ∀w ∈W} = A◦

W .
(3.1.6)

So dim(V ) = dim(A◦
W ) + dim(AW ) = dim(W⊥) + dim(AW ). Now it remains to show dim(AW ) =

dim(W ). Note that the mapping w ∈ W 7→ sw ∈ AW is surjective (by definition) and injective
since if there exists w,w′ ∈ W , w ̸= w′ such that sw = sw′ then sw − sw′ = 0, which contradicts
s being nondegenerate. Also for a basis {w1, ..., wn} of W , {sw1 , ..., swn} spans AW and is linearly
independent since if there exists λα1 , ..., λαn not all zero such that

∑n
i=1 λ

α
i swi = 0, then

∑m
i=1 λiwi =

0, which is a contradiction. Thus, dim(W ) = dim(AW ).

Remark 3.1.30. Note that for a finite dimensional vector space V over some field F , the mapping
of subspaces w ⊆ V → W⊥ reverses containment, i.e. ∀U ⊆ W , U⊥ ⊇ W⊥ by definition. Also, by
theorem 3.1.29, it is injective. Therefore, when F is a finite field, the mapping is bijective.

Definition 3.1.31. For a projective geometry G, a correlation of G is a bijection of subspaces of
G that reverses containment. In particular, a correlation interchanges points and hyperplanes.

We include the following theorem from [5] as a blackbox:
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Theorem 3.1.32 (Birkoff-von Neumann). Let n ≥ 3, F be a field, PG(n−1, F ) be the classical pro-
jective geometry over F , and ρ be a correlation of PG(n−1, F ). Then there exists a nondegenerate
α-sesquilinear form s which induced ρ, i.e. W ρ =W⊥ for any subspace W ⊆ V .

Definition 3.1.33. For any α-sesquilinear form s over some vector space V , we say s is reflexive if
for any v, w ∈ V satisfying s(v, w) = 0, s(w, v) = 0.

Theorem 3.1.34. Let PG(n − 1, F ) be the classical projective geometry on the n-dimensional
vector space V over some field F and ρ be a correlation with the associated sesquilinear form s.
Then s is reflexive if and only if ρ has order 2, i.e. s is reflexive if and only if W⊥⊥ = W for any
subspace W ⊆ V .

Proof. For the forward direction, for any subspace W ⊆ V , note that W⊥⊥ = {w ∈ V : s(w, v) =
0 ∀v ∈ W⊥} = {w ∈ V : s(v, w) = 0 ∀v ∈ W⊥} ⊆ W . Also note that by theorem 3.1.29,
dim(W ) = dim(W⊥⊥). So W =W⊥⊥.

For the backward direction, if W⊥⊥ = W , then for any v, w ∈ V , s(v, w) = 0 ⇔ v ∈ ⟨w⟩⊥ ⇒
⟨w⟩⊥⊥ ⊆ ⟨v⟩⊥ ⇒ s(w, v) = 0.

Definition 3.1.35. When a correlation ρ has order 2, i.e. ρ2 is identity, we call ρ a polarity.

The following theorem by Birkoff and von Neumann [5] is a classification of all nondegenerate
reflexive sesquilinear forms s that are associated with some polarity ρ. Again, we include this
theorem as a blackbox:

Theorem 3.1.36. Let ρ be a polarity of PG(n− 1, F ) where n ≥ 3 and F is some field; let s be an
associated nondegenerate reflexive sesquilinear form with companion automorphism α. Then (s, α)
is precisely one of the following:

• α = idF is the identity automorphism and s(v, w) = s(w, v) for all v, w ∈ V . If the character-
istic of F is 2, then s(v, v) ̸= 0 for all v.

• α = idF and s(v, v) = 0 for all v ∈ V .

• α has order 2 and s(v, w) = 0 for all v ∈ V .

Definition 3.1.37. The polarity s satisfying the first, second, and third property of the above
theorem are called orthogonal, symplectic, and unitary polarities respectively, and the associated
α-sesquilinear forms are called symmetric bilinear, skew-symmetric bilinear, and Hermitian forms
respectively.

We now define the Gram matrix G, which is one of the most essential concepts in section 3.1. We
first fix a basis B = {e1, e2, ..., en} of an n-dimensional vector space V over F , and construct an
n × n-dimensional matrix G where the (i, j)th entry Gij = s(ei, ej). For any v, w ∈ V , we write
v, w in coordinates of Fn with respect to the basis B, i.e. for v =

∑
i = 1naiei and w =

∑n
i=1 biei,

v = (a1, ..., an)
T and w = (b1, ..., bn)

T . Then we have

s(v, w) = vTGwα (3.1.7)
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where wα = (bα1 , b
α
2 , ..., b

α
n)

T . Indeed, this is true since

s(v, w) = s(

n∑
i=1

aiei,

n∑
i=1

biei)

=

n∑
i=1

ais(ei,

n∑
i=1

bjej)

= (a1, ..., an)
T

s(e1, e1) ... s(e1, en)
... ... ...

s(en, e1) ... s(en, en)



bα1
.
.
.
bαn


= vTGwα.

(3.1.8)

Also, bilinearity follows from linear algebra and properties of field automorphisms.

Now for unitary polarities, i.e. when s if Hermitian, we have s(v, w) = s(w, v)α for all v, w ∈ V and
α is an automorphism of F with order 2. So we have

n∑
i=1

bis(ei,
n∑

j=1

ajej) = (
n∑

i=1

ais(ei,
n∑

j=1

bjej))
α

n∑
i=1

n∑
j=1

bia
α
j s(ei, ej) = (

n∑
i=1

n∑
j=1

aib
α
j s(ei, ej))

α

=

n∑
i=1

n∑
j=1

bia
α
j s(ej , ei)

α,

(3.1.9)

which implies that Gij = Gα
ji when the polarity if unitary.

Definition 3.1.38. Analogous to the definition of Hermitian matrices of Mn(C), we define a matrix
G on Mn(F ) with an order-2 automorphism α to be Hermitian if Gij = Gα

ji for all i, j ∈ [n]. We
also denote Gα :=

[
Gα

ij

]
i,j∈[n].

So by the above definitions, the associated Gram matrices of unitary polarities are Hermitian, They
are also nonsingular by the fact that s is nondegenerate.

By properties of finite field, a finite field F has an involutional (or involutary) automorphism, i.e.
an automorphism of order 2, if and only if F ∼= Fq2 for some prime power q. When F ∼= Fq2 , the
field automorphism x 7→ xq will be the associated companion automorphism for any Hermitian form
s by properties of cyclic groups. In this case, for any n-dimensional vector space V over Fq2 and a
Hermitian form s with companion automorphismα, and for all v, w ∈ V , s(v, w) = vTGwq. We also
note that for the basis {e1, ..., en}, s(ei, ei) ∈ Fq ⊆ Fq2 for all i ∈ [n], which implies s(v, v) ∈ Fq for
all v ∈ V .

Definition 3.1.39. For PG(n − 1, F ) (n ≥ 3) with P to be the set of points, H to be the set of
hyperplanes, and ρ to be a polarity, for any p ∈ P, h ∈ H, we call the hyperplane P ρ the polar
hyperplane of p and the point hρ the pole of h.
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Now, using the associated Gram matrix G of the nondegenerate sesquilinear forms that coupled
with the polarity ρ, write p = ⟨v⟩ ⊆ Fn, pρ = {⟨w⟩ ∈ P : s(v, w) = 0} = {⟨w⟩ ∈ P : vTGw = 0} =
{⟨w⟩ ∈ P : wTGvα = 0} by reflexivity of s. So pρ has homogeneous dual coordinates Gvα . Similarly,
for all h ∈ H such that h has homogeneous dual coordinates [a1, ..., an]

T =: ⟨y⟩, if ⟨v⟩ = hρ, then
s(v, w) = 0 for all w ∈ h. Let w = (x1, ..., xn)

T , then
∑n

i=1 aixi = 0 → yTw = 0 → yTG−1Gwα =
0→ ⟨v⟩ has homogeneous coordinates (yα)TG−1.

Definition 3.1.40. Let ρ be a polarity of some projective geometry Π. Then for any point p ∈ Π, p
is called absolute if p ∈ pρ and nonabsolute if not; for any H ⊆ Π a hyperplane, H is called absolute
if Hρ ∈ H and nonabsolute if not.

3.1.6 Hermitian Curves and Unitals

Definition 3.1.41 (Hermitian variety and Hermitian curve). Let ρ be a unitary polarity of the
classical projective geometry PG(n − 1, F ) where n ≥ 3 and F is some field. Then we call the set
of absolute points of ρ a nondegenerate Hermitian variety. When n = 3, we call the set of absolute
points of PG(2, F ) a nondegenerate Hermitian curve.

Remark 3.1.42. Note that Hermitian varieties can be empty. Take the example of F = C and
α to be the complex conjugation isomorphism. Take the standard basis of Cn associated with the
inner product ⟨·, ·⟩ where for all x, y ∈ Cn, x = (x1, ..., xn)

T , y = (y1, .., yn)
T , ⟨x, y⟩ =

∑n
i=1 xiȳi.

Let the Gram matrix G = In, which associates an α-sesquilinear form s where s(x, y) = ⟨x, y⟩ is
the inner product defined above. Observe that for any W ⊆ Cn a subspace, W⊥ consists of all
element of Cn orthogonal to W (with respect to the inner product). So if x is an absolute point,
then

∑n
i=1 xix̄i = 0 →

∑n
i=1 |xi|2 = 0 → x = 0, which implies that for all n ≥ 3, in PG(n − 1,C),

the Hermitian variety is empty.

However, we will see later that all Hermitian varieties over PG(2, q2) where q is a prime power is
nonempty.

Now we capture the projective equivalence of nondegenerate Hermitian varieties H(n − 1, q2) in
PG(n− 1, q2) with P to be the set of points. Consider any two Hermitian varieties H1,H2 induced
by distinct Hermitian forms s1, s2 with associated gram matrixG1, G2. Now for all p ∈ P with homo-
geneous coordinates [x1, ...., xn]

T , let H1 = {p ∈ P : p = [x1, ..., xn] and (x1, ..., xn)G(x
p
1, ..., x

p
n)T =

0}, H2 = {p ∈ P : p = [y1, ..., yn] and (y1, ..., yn)G2(y
p
1 , ..., y

p
n)T = 0}. Since G1, G2 are nontriv-

ial Hermitian, G2 = UαG1U for some unitary matrix U (i.e. U is invertible and U−1 = Uα).
So H2 = {p ∈ P : p = [y1, ..., yn] and (y1, ..., yn)U

αG1U(yα1 , ..., y
α
n)

T = 0}, which implies for all
p = [x1, ..., xn]

T ∈ H1, (x1, ..., xn)T = U(y1, ..., yn)
T for some p2 ∈ H2 with homogeneous coordi-

nates [y1, ..., yn]. Note that under the vector space Fn
q2 , U is a nonsingular linear transformation,

which implies U ⊆ PGL(n,Fq2) from the earlier definition of homography subgroup, or subgroup
of projectivities. In conclusion, we have the following proposition (one can see more details in [9]
regarding homography subgroups and its relation with all semilinear transformations):

Proposition 3.1.43. Any nondegenerate Hermitian variety H of PG(n − 1, q2) (n ≥ 3) can be
mapped to any other nondegenerate Hermitian variety H′ of PG(n − 1, q2) by some homography.
Hence, for any nondegenerate Hermitian variety H of PG(n−1, q2), we say H is uniquely determined
up to projective equivalence.
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We have the following 2 theorems, theorem 3.1.44 and 3.1.45, as balckboxes, before inspecting on
Hermitian curves on PG(n− 1, q2) where n ≥ 3:

Theorem 3.1.44. If P = (P,L) is any finite projective plane, i.e. |P |, |L| < ∞, then there exists
some inter ger n ≥ 2 such that:

• ∀p ∈ P , |{l ∈ L : p ∈ l}| = n+ 1,

• ∀l ∈ L, |l| = n+ 1,

• |P | = |L| = n2 + n+ 1.

Theorem 3.1.45 (Hughes and Piper [11]). For any projective plane P = (P,L) of order N = n2

for some n ∈ N, let ρ be a polarity. Then H, the set of absolute points in P , has size at most n3+1.
Moreover, if |H| = n3 + 1, then for each l ∈ L, |l ∩H| = 1 or n+ 1.

Theorem 3.1.46. A nondegenerate Hermitian curve H in PG(2, q2) (where q is a prime power)
has precisely q3 + 1 points.

Proof. By the proposition 3.1.43, we have that all Hermitian curves in PG(2, q2) are projectively
equivalent. Therefore, it’s enough to consider the case where the polarity ρ is induced by a Hermitian
form s with the companion automorphism α being the automorphism x 7→ xq and the associated
Gram matrix to be the identity matrix. Then H has the equation

Xq+1
1 +Xq+1

2 +Xq+1
3 = 0, (3.1.10)

which has solutions [0, 1, z]T : zq+1 = −1; [1, y, 0]T : yq+1 = −1; [1, y, z]T : yq+1 ̸= −1 and
zq+1 = −1 − yq+1 ̸= 0. Now note that (Fq2 ,×) ∼= Cq2−1, the cyclic group of order q2 − 1 and
the mapping x 7→ xq+1 restricted to F×

q2
is surjective from F×

q2
to the subfield F×

q ⊆ F×
q2

since
(xq+1)q−1 = 1 for all x ∈ Fq2 and for v ∈ F×

q which generates F×
q2

, vq+1 has order q − 1, so vq+1

generates F×
q . Also, this mapping is precisely (q+1)-to-1 since the equation Xq+1 = a (a ∈ Fq) has

no more than q + 1 solutions, which by pigeon hold principle, has precisely q + 1 solutions. So we
have in total 2(q + 1) + (q + 1)(q2 − q + 1) = (q2 − q + 1)(q + 1) = q3 + 1 solutions.

Now by theorem 3.1.45, we immediately have the following theorem:

Theorem 3.1.47. If H is a nondegenerate Hermitian curve on PG(2, q2), then for every line l of
PG(2, q2)< |l ∩H| = 1 or q + 1.

Remark 3.1.48. There are q2(q2 − q + 1) secant lines of H by double counting:

number of lines =
(q3 + 1) q

3

q

q + 1
= q2(q2 − q + 1). (3.1.11)

We now complete the definition of unitals through the definition of designs:

Definition 3.1.49 (design). Let t, v, k, λ ∈ N and t < k < v. A t-(v, k, λ) design is an ordered pair
(V,B) where V is a set of points, |V | = v, and B is a set of subsets of V of size k, called blocks.
Moreover, (V,B) satisfies that for any V ′ ⊆ V where |V ′| = t, |V ∩ B| = λ, i.e. every t points are
contained in exactly λ blocks.
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Example 3.1.50. For a prime power q, any nondegenerate Hermitian curve H ⊆ PG(2, q2) is a
2-(q3 + 1, q + 1, 1) design.

Definition 3.1.51. Let n ≥ 3 be an integer, q be a prime power. We call any 2-(n3 + 1, n + 1, 1)
design a unital of order n, and we will call nondegenerate Hermitian curves on PG(2, q2) Hermitian
unitals.

One of the most important properties of Hermitian unitals will be addressed in the next theorem.
We first define an O’Nan configuration on the projective plane PG(2,F′

q) (where q′ is a prime power)
to be a pair of sets (P0, L0) where P0 ⊆ P , L0 ⊆ L, P0 = {a, b, c, d, e, f}, L0 = {l1, l2, l3, l4} such
that (P0, L0) satisfies the following structure:

Figure 1: The O’Nan Configuration

The following theorem was first proved by O’Nan in 1971 (see [16]). Mattheus and Verstraëte [13]
found a linear algebraic proof of the theorem, which will be reconstructed in this paper.

Theorem 3.1.52. For any Hermitian unital H on PG(2, q2) where q is a prime power, H does not
contain the O’Nan configuration.

Proof. Fix a representation of homogeneous coordinates a0 of a. Choose a representation of homo-
geneous coordinates b0 of b such that d0 = a0 + b0, for some d0 a representation of d. Choose a
representation of homogeneous coordinates c0 of c such that e0 = a0 + c0 for e0 satisfying ⟨e0⟩ = e.
Then for some λ1, λ2 ∈ F×

q2
, since b linearly independent with Span{a, c},

⟨b0 + λ1e0⟩ = f = ⟨λ2c0 + d0⟩
⟨b0 + λ1(a0 + c0)⟩ = ⟨λ2c0 + a0 + b0⟩
⟨λ1a0 + λ1c0⟩ = ⟨λ2c0 + a0 + b0⟩
⟨λ1a0 + λ1c0⟩ = ⟨λ2c0 + a0⟩

⟨a0 + c0⟩ = ⟨a+ λ2c0⟩

(3.1.12)

So λ2 = 1, which implies ⟨b0 + (a0 + c0)⟩ = ⟨b0 + λ1(a0 + c0)⟩. So λ1 = 1. Hence f = ⟨a0 + b0 +
c0⟩ = a + b + c. Now we choose a representation of homogeneous coordinates f0 of f such that
f0 = a0 + b0 + c0. By projective equivalence of Hermitian unitals, we consider the Hermitian unital
H induced by the α-sesquilinear form s with the associated Gram matrix to be the identity matrix,
and α is the automorphism x 7→ xq. Construct matrices

A :=

aT0bT0
cT0

 and B :=
[
aα0 bα0 cα0

]
. (3.1.13)
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Note that both A and B are nonsingular as {a0, b0, c0} are linearly independent, so is aα0 , bα0 , cα0 .
next note that

AB =

aT0bT0
cT0

 [
aα0 bα0 cα0

]
=

s(a, a) s(a, b) s(a, c)
s(b, a) s(b, b) s(b, c)
s(c, a) s(c, b) s(c, c)

 (3.1.14)

By definition of Hermitian variety on PG(2, q2), s(d, d) = s(e, e) = s(f, f) = 0, which implies that
s(a, b) = −s(b, a), s(a, c) = −s(c, a), and s(a, b) + s(a, c) + s(b, a) + s(b, c) + s(c, a) + s(c, b) = 0,
which implies s(b, c) = −s(c, b). So

AB =

 0 s(a, b) s(a, c)
−s(a, b) 0 s(b, c)
−s(a, c) −s(b, c) 0

 (3.1.15)

Note that det(A, b) = −s(a, b)s(b, c)s(a, c) + s(a, c)s(a, b)s(b, c) = 0, which contradicts the nonsin-
gularity of AB. Thus, the O’Nan configuration is forbidden in H for any H being a Hermitian unital
in PG(2, q2) where q is a prime power.

3.2 Probabilistic Methods

This section will introduce three common theorems of probabilistic methods from [1] that will be
used in Mubayi and Verstraëte’s results [15] on the upper bound.

Theorem 3.2.1 (Lovasz Local Lemma). Let A1, A2, .., An be events in some probability space, and
D = (V,E) be a dependency digraph of A1, A2, ..., An, i.e. V = {1, 2, ..., n} and for any i, j ∈ V ,
the directed edge (i, j) ∈ E if and only if i ̸= j and Ai depends on Aj . Suppose there exists
x1, ..., xn ∈ [0, 1) such that P(Ai) ≤ xi ·

∏
j:(i,j)∈E(1− xj) for all i ∈ [n]. Then

P(
n⋂

i=1

Āi) ≥
n∏

i=1

(1− xi). (3.2.1)

Proof. We claim that for all s ∈ [n], 0 ≤ |S| ≤ n− 1, for any i /∈ S,

P(A0 |
⋂
j∈S

Āj) ≤ xi. (3.2.2)

Note that if the claim is true, then since for any events A,B,C, P(A∩B|C) = P(A|C)P(B|A∩C),

P(
n⋂

i=1

Āi) = P(Āi)P(
n⋂

i=1

Āi | Ā1)

= P(Āi)
n∏

i=1

P(Āi |
i−1⋂
j=1

Āj)

= (1− P(Ā1))
n∏

i=1

(a− P(Āi |
i−1⋂
j=1

P(Āj)))

≥ (1− x1)
n∏

i=2

(1− xi)

=
n∏

i=1

(1− xi).

(3.2.3)



3 UPPER BOUND ON f(n,Ks,Ks+1) FOR s ≥ 3: PRELIMINARIES 22

Lemma then follows. Now we will prove the claim by induction. If |S| = 0, then P (Ai) ≤ xi since
for all j ̸= i we have 0 ≤ xj < 1. Suppose the claim holds for all S′ such that |S′| ≤ s− 1 for some
s satisfying s ∈ 1, ..., n− 1. By strong induction hypothesis, for any S, i defined in the claim where
|S| = s, let S1 = {j ∈ S : (i, j) ∈ E}, S2 = S\S1. Now,

P(Ai |
⋂
j∈S

Āj) =
P(Ai ∩

⋂
j∈S Āj)

P(
⋂

j∈S Āj)

=
P(Ai ∩

⋂
j∈S1

Āj |
⋂

k∈S2
S̄k)P(

⋂
k∈S2

Āk)

P(
⋂

j∈S1
S̄j |

⋂
k∈S2

Āk)P(
⋂

k∈S2
Āk)

=
P(Ai ∩

⋂
j∈S1

Āj |
⋂

k∈S2
Āk)

P(
⋂

j∈S1
Āj |

⋂
s∈S2

Āk)
.

(3.2.4)

Denote S1 := {j1, ..., jr} for some r. Then note that

P(Ai ∩
⋂
j∈S1

Āj |
⋂
k∈S2

Āk) ≤ P(Ai |
⋂
k∈S2

Āk)

≤ P(Ai)

≤
∏

j:(i,j)∈E

(1− xj)

≤ xi
r∏

i=1

(1− xji).

(3.2.5)

Also note that

P(
⋂
j∈S1

Āj |
⋂
k∈S2

Āk) = P(Āj1 |
⋂
k∈S2

Āk) ·
r∏

i=1

P(Āji |
i−1⋂
l=1

Ājl ∩
⋂
k∈S2

Āk)

= (1− P(Aj1 |
⋂
k∈S2

Āk)) ·
r∏

i=1

(1− P(Aji |
i−1⋂
l=1

Ājl ∩
⋂
k∈S2

Āk))

≥
r∏

i=1

(1− xji).

(3.2.6)

Altogether, claim follows.

We have the following setup for Janson’s Inequality. let Ω be a finite set, and R be a random
subset of Ω such that for all r ∈ Ω, P(r ∈ R) = pr. Let A1, ..., An be subsets of Ω for some n ∈ N,
and Bi be the event that Ai ⊆ R. Let Xi := 1Bi be the indicator random variable of Bi, and let
X :=

∑n
i=1Bi. We then define ∼ to be the relation where for all i, j ∈ [n], i ∼ j represents i ̸= j

and Ai ∩ Aj ̸= ∅. So when i ̸= j and i ≁ j, the evenets Bi and Bj are independent. Now let
∆ :=

∑
i∼j P(Bi ∩Bj), set M :=

∏n
i=1 P(B̄i), µ = E[X] =

∑
i∈I P(Bi).

Theorem 3.2.2 (Janson’s Inequality). Let {Bi}ni=1, M , µ defined on the above setup, and let
ϵ = maxi∈[n] P(Bi) and assume δ ≤ µ. Then,

M ≤ P(
n⋂

i=1

B̄i) ≤Me
1

1−ϵ
· δ
2 (3.2.7)
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and

P(
n⋂

i=1

B̄i) ≤ e−µ+ δ
2 . (3.2.8)

Proof. In this setting, for any J ⊆ I = {1, ..., n}, i ∈ I, we will use the inequalities P(B̄i |⋂
j ̸=i,j∈J B̄j ⊆ P(Bi) and P(Bi | Bk ∩

⋂
j ̸=i,k,j∈J B̄j) ≤ P(Bi | Bk), both of which follow from

the setup of {Bi}ni=1. Now for the lower bound, note that P(B̄i |
⋂

i ̸=i,j∈iJ B̄j) ≥ P(B̄j) so we have

P(
⋂
i∈I

B̄i) = P(B̄i) ·
n∏

i=2

P(B̄i |
i−1⋂
k=1

B̄k)

≥
n∏

i=1

P(B̄i) =M.

(3.2.9)

For the upper bound, for any i ≥ 2, k ∈ [i− 1], we renumber B̄1, ...., B̄i−1 such that for some d ≥ 1,
B̄1, ...., B̄d are dependent with B̄i and B̄d+1, ..., B̄i−1 are not. Then we have

P(Bi |
i−1⋂
k=1

B̄k) = P(Bi |
d⋂

k=1

B̄k ∩
i−1⋂

k=d+1

B̄l)

= P(Bi)P(
d⋂

k=1

B̄k | Bi ∩
i−1⋂

k=d+1

B̄l)

= P(Bi)(1− P(
d⋂

k=1

Bk | Bi ∩
i−1⋂

k=d+1

B̄l))

≥ P(Bi)(1−
d∑

k=1

P(Bk | Bi))

= P(Bi)−
d∑

k=1

P(Bk ∩Bi).

(3.2.10)

So since P(Bi) ≤ ϵ, we have

P(B̄i |
i−1⋂
k=1

B̄k) ≤ P(B̄i) +
d∑

k=1

P(Bk ∩Bi)

≤ P(B̄i)(1 +
1

1− ϵ

d∑
k=1

P(Bk ∩Bi))

≤ P(B̄i)e
1

1−ϵ

∑d
k=1 P(Bk∩Bi).

(3.2.11)

So

P(
n⋂

i=1

B̄i) ≤ P(B̄1)

n∏
i=1

P(B̄i |
i−1⋂
k=1

B̄k)

≤ µe
1

1−ϵ
· δ
2 .

(3.2.12)
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To prove (2), note that

P(B̄i |
i−1⋂
k=1

B̄k) ≤ 1− P(Bi) +
d∑

k=1

P(Bk ∩Bi)

≤ e−P(Bi)+
∑d

k=1 P(Bk∩Bi).

(3.2.13)

(2) then follows.

Remark 3.2.3. If ∆ ≥ 2µ then the above theorem will have no meaning. So we have the following
inequality, called the extended Janson’s inequality : under the setup of Janson’s Inequality, when
∆ ≥ 2µ,

P(
⋂
i∈[n]

B̄i) ≤ e−
µ2

2δ . (3.2.14)

We state the above theorem as an extension of our current topic - this will not be used in Mubayi
and Verstraëte’s proof in the next section. The details of this extended Janson’s inequality can be
found in [1].

The following theorem originates from the appendix of [1] and will use as a blackbox.

Theorem 3.2.4 (Chernoff bound [1] [15]). Let X be a binomial random variable with mean µ.
Then for any ϵ ∈ [0, 1],

P(X > (1 + ϵ)µ) ≤ e−
ϵ2µ
4 and (3.2.15)

P(x < (1− ϵ)µ) ≤ e−
ϵ2µ
2 . (3.2.16)

4 Upper Bound on f(n,Ks, Ks+1) for s ≥ 3: Mubayi and Verstraëte’s
Results

Theorem 4.0.1. For any s ≥ 3, f(n,Ks,Ks+1) = O(
√
n log n).

4.1 Setups

Definition 4.1.1 (Blowup of a graph [20]). For a graph G and an integer r where r ≥ 2, an r-blowup
of G is a graph Gχ where χ contains color classes χ := {c1, ..., cr} such that V (Gχ) =

⊔r
i=1Xci for

each Xci ⊆ V (G) and for any pair of vertices u, v, (u, v) ∈ E(Gχ) if and only if (u, v) ∈ E(G) and
u ∈ Xci , v ∈ Xcj for some i ̸= j. In other words, we assign each vertex in G a color from χ, keep
the edges whose endpoints belong to different color classes, and delete all other edges.

We state the following proposition as a black box as it arises from Janson’s inequality. Detailed
proof can be seen in the appendix of [15]

Proposition 4.1.2. Let Gn,ρ be a random graph on n vertices, i.e. |V (G)| = n and for any
v1, v2,∈ V (G), P((v1, v2) ∈ E) = ρ. For any s ≥ 3, let n ≥ 240s and ρ = (8sn )

2
s , and let χ be the

associated color class of an s-blowup (s ≥ 3) of Gn,ρ with each color class having at least n
2s vertices.

Let Gn,ρ(χ) be the graph after the blowup. Then,

P(Ks ⊈ Gn,ρ(χ) ≤ e−22s−4n. (4.1.1)
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Definition 4.1.3 (s-fan). For s ≥ 3, an s-fan is a set of s pairwise intersecting lines s− 1 of which
are concurrent at a point say p. When s ≥ 4, p is unique and is called the point of concurrency of
the s-fan, and the line that doesn’t cross p is called the base line of the s-fan.

Figure 2: Example: A 6-fan

For any s ≥ 3, choose some prime power q such that q2 >> s, and consider a Hermitian unital
Hq = (P,L) in PG(2, q2). Then we have the following lemma:

Lemma 4.1.4. If s lines in Hq pairwise intersect, then they are either concurrent with some point
of Hq or they form an s-fan.

Proof. When s = 3, this is trivial. When s = 4, for the pairwise intersecting lines l1, l2, l3, l4 ∈ Hq,
if there does not exist p ∈ l1 ∪ l2 ∩ l3 ∩ l4 such that p is contained in at least 3 of l1, ..., l4, then
they form an O’Nan configuration, which is a contradiction. For s ≥ 5, if we have l1, ..., l5 pairwise
intersect and ∄p ∈ l1∪ ...∪ l5 such that p is contained in at least 4 of l1, ..., l5, then by the forbidden
O’Nan configuration, ∃p ∈ l1 ∪ ... ∪ l5 such that p is contained in 3 lines, say l1, l2 and l3. Let l4
be such that l4 ∩ l1 = p1, l4 ∩ l2 = p2, l4 ∩ l3 = p3, all different from p. Now for l5, note that it
must not contain p1, p2 or p3 since if not, WLOG, say p1 ∈ l5, then l2, l3, l4 and l5 form an O’Nan
configuration (this can be realized by deleting l1). So l5 must cross l1, l2, l4 in 4 points different
from p1, p2, p3. But l5 coupled with any three other lines will give an O’Nan configuration, which is
a contradiction.

4.2 The Ks+1-free Process

Definition 4.2.1 (Intersection graph). We define the intersection graph G as follows:

V (G) = L, E(G) = {(l1, l2) : l1, l2 ∈ L, l1 ∩ l2 ̸= ∅}. (4.2.1)

Let n = |V (G)| (we will keep this notation throughout the following sections). Note that G is an
edge-disjoint union of Kq2 ’s. To make G Ks+1-free while containing sufficiently many Ks’s, we will
first sample points in Hq and edges in G such that for any Ks+1 in Gχ, the graph after the sampling
through random blowups, Ks+1 is an (s+ 1)-fan in Hq. We next make a random graph Gρ = Gn,ρ

where ρ = (8sn )
2
s . Let H = Gχ ∩ Gρ, i.e. V (H) = V (Gχ) = V (Gρ) and E(H) = E(Gχ) ∩ E(Gρ).

We will then argue that with positive probability, H is Ks+1-free and for any large enough set X,
H[X] contains Ks.
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4.2.1 Randomly sampling points in Hq

Lemma 4.2.2. For any s ≥ 3, a ≥ 128 and any (large) prime power q ≥ a log q, there exists a
partial linear space H = Ha,q,s ⊆ Hq, i.e. H = (PH, LH) where PH ⊆ P , LH = {l ∩ PH : l ∈ L},
such that the following hold:

(1). |LH | = q2(q2 − q + 1) and any s+ 1 pairwise intersecting lines are either concurrent on some
point p or is an s-fan.

(2). aq2 log q
2 ≤ |PH| ≤ 2aq2 log q.

(3). ∀l ∈ LH, a log q
2 ≤ |l| ≤ 2a log q.

(4). The number of (s+ 1)-fans in H containing a pair of lines ini LH is at most k = (2a log q)s.

Proof. We uniformly randomly select points in Hq with probability p0 = a log g
q+1 , so p0(q

3 + 1) ≤
aq2 log q. Note that (1) follows from (2) and (3). For (2), when q is large, by the Chernoff bound
in the form of theorem 3.2.4, we choose ϵ = 1

2 − δ for some small δ such that ϵ ∈ (38 ,
5
8) and

(1− ϵ)p0(q3 + 1) ≥ aq2 log q
2 and (1 + ϵ)p0(q

3 + 1) ≤ 2aq2 log q. We have the following inequality:

P(|PH| > (1 + ϵ)p0(q
3 + 1)) ≤ e−

9
256

aq2 log q ≤ 1

6
(4.2.2)

and
P(|PH| < (1− ϵ)p0(q3 + 1)) ≤ e−

9
128

aq2 log q <
1

6
. (4.2.3)

, so (2) fails with probability less tan 1
3 . For (3), similarly,

P(|l| ≥ 1

2
a log q ≤ e−

1
16

a log q <
1

6
(4.2.4)

and
P(|l| ≤ 2a log q) ≤ e−2a log q <

1

6
. (4.2.5)

So (2) or (3) fails with probability strictly less than 2
3 . With (2) and (3), for (4), if l1, l2 meet

at the points of concurrency at the (s + 1)-fan, then there are at most (2a log q)2 choices of base
lines, and for each chosen base line, there are at most (2a log q)s−2 choices for the remaining s− 2
lines crossing p. If one of l1 and l2 is the base line for the (s + 1)-fan, note that there are at most
2a log q choices for the point of concurrency, and for each point of concurrency, there are at most
(2a log q)s−1 choices for the remaining s− 1 lines. So (4) follows.

Now for a subset X ⊆ LH, for any p ∈ PH, let Xp := {l ∈ LH : p ∈ l} and for any b ≥ 1, let
PX = PX,b := {p ∈ PHH : |Xp| ≥ b}. We have the following lemma:

Lemma 4.2.3. For b ≥ 1, a ≥ 128, q ≥ a log q, and any X ∈ LH where H is defined in the previous
lemma, ∑

p∈PX

|Xp| >
1

2
(a log q)|X| − 2ab2 log q. (4.2.6)
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Proof. Note that ∑
p∈PH\PX

|Xp| < b|PH| ≤ 2abq2 log q. (4.2.7)

Also note that by double counting and property (2) of the previous lemma,∑
p∈PH

|Xp| ≥
1

2
|X| · a log q. (4.2.8)

The result follows.

4.2.2 The blowup Gχ and the graph H

Let G be the intersection graph of H in lemma 4.2.2. Note that G is an edge-disjoint union of
cliques Kp where p ∈ PH and Kp = Kq2 , the complete graph with q2 vertices. Now we s-blowup
each Kp with the associated color classes χ = {c1, ..., cs} by considering (p, {l ∈ H : p ∈ l}). For
any p ∈ PH, we uniformly independently assign a color c from χ to each line l that intersects p. We
then s-blowup each Kp by definition 4.1.1 to obtain a graph Gχ where each Ks+1 in Gχ corresponds
to an (s+ 1)-fan in H, i.e. we’ve eliminated all Ks+1’s induced by s+ 1 concurrent lines. Now we
let b ≥ 240s and ρ = (8sb )

2
s and define Gρ = Gn,ρ to be the random graph on V (Gρ) = E(H) with

edge probability ρ. We next let H = Gχ ∩ Gρ and for any X ⊆ LH = V (H) and a point p ∈ PH,
we fix a family Πp(x) = Πp of rp(x) = ⌊ |xp|

b ⌋ disjoint subsets each having size b. Then for any p,
for any Yp ∈ Πp, we say Yp is bad if Ks ⊈ Yp. We say Xp is bad if all Yp ∈ Πp are bad and X is
bad if all Xp’s are bad. We let AXp be the event that Xp is bad and AXbe the event that X is bad.
We also let AY be the event that Y is bad. Note that AX =

⋂
p∈PH

AXp and if AX does not occur,
then X must contain a Ks.

Lemma 4.2.4. Let s ≥ 3, b ≥ 240s and ρ = (8sb )
2
s . Then for any X ⊆ V (H),

P(AX) ≤ e−
1

32s

∑
p∈Px

|Xp|. (4.2.9)

Proof. We first note that

P(AX) =
∏

p∈PH

P(AX,p) =
∏

p∈PH

∏
Y ∈Πp

P(AY ). (4.2.10)

So it remains to find an upper bound for P (AY ). Now note that for any Y ∈ Πp, |Y | = b and for
each color c of the blowup, the probability that it appears at most b

2s times is less than e−
b
8s . So

by the Chernoff bound,

P(some color c in Y appears at most
b

2s
times) ≤ se−

b
8s . (4.2.11)

For the blowup with coloring χ such that each color in Y appears b
2s times, by proposition 4.1.2,

P(Ks ⊆ Gb,ρ) ≤ e−22s−4b. (4.2.12)

Since there are at most sb colorings on Y ,

P(AY ) ≤ se−
b
8s + sbe−22s−4b

= e−
b
8s

+log s + e−22s−4b+b log s

≤ e−
b

16s + e−
b

16s

(4.2.13)
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since 22s−4b ≥ 17
16b log s and b log s ≥ b

s . So

P(AY ) ≤ 2e−
b

16s ≤ e−
b

24s . (4.2.14)

Altogether,

P(AX) =
∏

p∈PX

∏
Y ∈Πp

P(AY )

≤ exp(−
∑
p∈PX

⌊ |Xp|
b
⌋ b

32s
)

≤ exp(−
∑
p∈PX

2

3

|Xp|
b

b

32s
)

= exp(− 1

32s

∑
p∈PX

|Xp|).

(4.2.15)

4.3 Proof of Theorem 4.0.1

Let G be the intersection graph defined on lemma 4.2.2, b = 240sa log q and ρ = (8sb )
2
s . Let

K := {K ⊆ V (G) : Kcorresponds to an (s+ 1)-fan. For any K ∈ K, we say K is bad if H[K] is an
(s + 1)-clique. Let AK be the event that K is bad. Let X be the set {X ⊆ V (G) : |X| = 8bq2}.
Then H is Ks+1-free and does not contain any Ks-free set of size 8bq2 if none of AX or AK occurs
over all X ∈ X , K ∈ K. For any large n, by Bertrand’s Postulate, choose q ∈ [12n

1
4 , 2n

1
4 ] such that

n = cq2(q2 − q+1) for some constant c ∈ [0, 32] when q is large. Then if none of AX of AK occurs,
we have fs,s+1(n) ≤ 8bq2 = O(

√
n log n), which is essentially our result. So it remains to show that

none of AX or AK occurs with positive probability, which will be proved through the Lovasz Local
Lemma.

We first check the dependencies. Since AX is an edge-disjoint union of Axp ’s and each AXp is a
disjoint union of AY ’s, we let

Ê[X] =
⊔

p∈PX

⊔
Y ∈Πp

E(G[Y ]) (4.3.1)

to be all edges that will make AX and AK dependent for some K ∈ K. Note that

|Ê[X]| =
∑
p∈PX

∑
Y ∈Πp

|E(G[Y ])|

=
∑
p∈PX

⌊ |Xp|
b
⌋ ·

(
b

2

)
≤ b

2

∑
p∈PX

|Xp|.

(4.3.2)

Note that by lemma 4.2.2 (4), each edge in Ê[X] is contained in at most k = (2a log q)s Ks+1’s that
are induced by (s+ 1)-fans, so the event AX is dependent on at most

λ := k|Ê[X]| ≤ k · b
2
·
∑
p∈PX

|Xp| (4.3.3)
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AK ’s. Moreover, for each pair of (s+1)-cliques KK ′ induced by (s+1)-fans in H, AK and A′
K are

dependent if and only if V (K) ∩ V (K ′) ̸= ∅. So AK is dependent in at most

κ :=

(
s+ 1

2

)
k ≤ bk (4.3.4)

Ak′ ’s. Note that AX is at most dependent on λ AK ’s and all other AX′ ’s (where X ′ ∈ X ). Also
note that AK is dependent on at most κ Ak′ ;s and all AX ’s. We now let N = |X |. By Lovasz Local
Lemma, it’s enough to show the following lemma:

Lemma 4.3.1. For δ = 1
N+1 , γ = 1

64sbk , ρ = (8sb )
2
s , k = (2a log q)s, b = 240sa log q, for any K ∈ K,

X ∈ X ,

(1). P(Ak) ≤ γ(1− γ)κ(1− δ)N , and

(2). P(AX) ≤ δ(1− δ)N (1− γ)λ.

Proof. FOr (1), note that

(1− δ)N = (1− 1

N + 1
)N ≥ 1

2e
(4.3.5)

and
(1− γ)κ ≥ 1− κγ ≥ 1− 1

32s
≥ 1

2
. (4.3.6)

So it’s enough to show that 4eP(AK)
γ < 1.

4eP(AK)

γ
= 256sbkP(AK)

= 256sbkρ(
s+1
2 )

= 256sbk(
8s

b
)
2
s
· s(s+1)

2

=
256 · 8s+1 · ss+2 · k

bs

=
32 · 8s+2ss+2

240s2

≤ (
32s

240
s2

s+2

)s+2 < 1

(4.3.7)

since 32s

2
40 s2

s+2

< 1 for all s ≥ 3. For (2), note that 1−γ ≥ exp(−2γ) as γ < 1
2 . Also since (1−δ)N ≥ 1

2e ,

it’s enough to show that

P(AX) ≤ exp(− log(N + 1)− 2γλ− 1− log 2). (4.3.8)

By lemma 4.2.4, P(AX) ≤ exp(− 1
32s

∑
p∈PX

|Xp|), so it’s enough to show that exp(− 1
32s

∑
p∈PX

|Xp|) ≤
exp(− log(N + 1)− 2γλ− 1− log 2). Note that when q is large, we have

log(N + 1) = log(

(
q2(q2 − q + 1)

8bq2

)
+ 1)

≤ log(

(
q4

8bq2

)
+ 1)

≤ log(q4·8bq
2
)− 1− log 2 = 32bq2 log q

(4.3.9)



5 BOUND ON f(n, F,G) FOR TRIANGLE-FREE F AND G = K3 30

and also γλ ≤ 1
64s

∑
p∈Px

|Xp|. So it remains to show that

1

32s

∑
p∈PX

|Xp| ≥ 32bq2 log q +
1

64s

∑
p∈PX

|Xp|, (4.3.10)

i.e.,
1

64s

∑
p∈PX

|Xp| ≥ 32bq2 log q. (4.3.11)

Note that by lemma 4.2.3,

1

64s

∑
p∈PX

|Xp| >
1

64s
(
1

2
a(log q)|X| − 2abq2 log q)

=
1

64s
(4abq2 log q − 2abq2 log q)

=
1

32s
(2abq2 log q)

(4.3.12)

Now using a = 210s, (2) follows, which proves theorem 4.0.1.

5 Bound on f(n, F,G) for triangle-free F and G = K3

This subsection will introduce the results from Ruzsa-Szemerédi theorem on hypergraphs [18] [21].

Theorem 5.0.1 (Verstraëte).

f(n, F,K3) =
√
n(log n)O(

√
logn). (5.0.1)

5.1 A Ruzsa-Szemerédi-type Argument

Ruzsa and Szemerédi in the 1970s [18] first gave a bound of the number of triples on the integer
set [n] satisfying that there are no six points that induces three triples on [n]. They connected
their bound with Behrend ’s lower bound [4]. In the world of hypergraphs, realizing triples to be
hyperedges, one can show that through Ruzsa and Szemeredi’s method, one can obtain a lower
bound for the number of hyperedges on all hypergraphs that keeps the hypergraph linear, i.e.
two hyperedges can intersect at at most one vertex, and triangle-free, i.e. no three hyperedges
pairwise intersect. Verstraëte [21] generalized the method from Ruzsa-Szemerédi and Behrend and
in principle can obtain a lower bound for the r-uniform hypergraphs for any well-defined r which
will be reconstructed in this section. However, in this section, I will only show the case where
r = Θ(log n) to obtain the main theorem, i.e. theorem 5.0.1.

Definition 5.1.1. For an r-uniform hypergraph H (r ∈ N), we call H linear if for any two distinct
hyperedges in H intersect at at most one vertex. For any triple {e1, e2, e3} ⊆ E(H), we call it a
loose triangle if any pair of the triple intersect at exactly one vertex.

Theorem 5.1.2 (Main theorem of this subsection). For some large enough N , if v(F ) = vf
for some fixed vf ∈ N, then there exists an N -vertex r = ⌈ 4

log
vf

vf−1

logN⌉-uniform hypergraph H

that is linear and loose-triangle-free.
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To elucidate the statement of the above theorem, we have the following remark:

Remark 5.1.3. The setup of the theorem is that for some large enough N , we can find some set
Γ ⊆ [n] where N =

(
r+1
2

)
n (so logN = log n) and

|Γ| ≥ n

ec
√
logn log logn

. (5.1.1)

For all x ∈ [n], we create hyperedges over the r levels L1, ..., Lr, where Lk is a copy of [kn] for all
k ∈ [r−1]. In this setup, a hyperedge is made up of (x ∈ L1, x+a ∈ L2, x+2a ∈ L3, ..., x+(r−1)a ∈
Lr), where a ∈ Γ. It is linear since if ∃x, y ∈ N , x ̸= y, ax, ay ∈ Γ, c1, c2 ∈ [r − 1], c1 ̸= c2, such
that {

x+ c1ax = y + c1ay

x+ c2ax = y + c2ay,
(5.1.2)

then, taking differences of the two above equations, we get that ax = ay, which implies that x = y,
which is a contradiction. In the following sub-sub section, we will argue that the set Γ that we
find together with the construction of hyperedges above will give us a loose-triangle-free linear
hypergraph H.

5.1.1 A Behrend-Type Construction

The following construction is a generalization of the construction of 3-term arithmetic progression-
free triple systems by Felix Behrend in 1946 [4].

The setup: Consider Rd for some d that will be set later. Consider the integer grid on Rd. Let
s ≥ 2 also be some parameter that will be set up later. let k ≤ d(s − 1)2 be some nonnegative
integer. Consider the set Fk(d, s) ∈ Z where ∀x ∈ Fk(d, s), x = a1 + a2(rs − 1) + ... + ad(rs − 1)d

where the d-tuple (a1, .., ad) has the properties that ai ∈ [s − 1] for all i ∈ [d]. Let A to be the
collection of these d-tuples, then we have that A2

2 := {||a||22 : a ∈ A} ⊆ [d(s − 1)2] ∪ {0}. Since we
have sd possible values under the restriction of the n-tuples, and A2

2 takes no more than d(s−1)2+1
possible values, there exists some k ∈ [d(s− 1)2] such that

|{a ∈ A : ||a||22 = k}| ≥ sd

d(s− 1)2 + 1
>
sd−2

d
. (5.1.3)

Now let Γ = {a ∈ A : ||a||22 = k} for such k. Since

a1 + (rs− 1)a2 + ...+ ad(rs− 1)d−1 ≤ (rs− 1)d−1 · 2 · (s− 1) ≤ (rs− 1)d, (5.1.4)

we let n = (rs)d, so s = n1/d

r for some fixed r = r(n) = Θ(log n). Following from the injectivity of
n-ary expansions, we now have a linear injective function

h : (Z+)d → Z+, h((a1, ..., ad)) = a1 + (rs− 1)a2 + ...+ ad(rs− 1)d−1. (5.1.5)

Note that since h is linear, and since we selected integer points on the intersection of Zd and
√
kSd−1

(i.e. the unit sphere on Rd but with radius k), for any a, b ∈ Γ, lab, the line generated by a and b
does not intersect any other vertex of Γ, which implies that there does not exist any i, j ∈ N and
b1, b2, b3 ∈ Γ such that ib1 + jb2 = (i+ j)b3 and ih(b1) + jh(b2) = (i+ j)h(b3).
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Moreover,

|Γ| ≥ 1

d
sd−2

=
n

d−2
d

rd−2d

=
n1−

2
d

drd−2

= n · 1

dn
2
d rd−2

,

(5.1.6)

which implies

|Γ| ≥ max
d

(n · 1

dn
2
d rd−2

). (5.1.7)

To get a large lower bound for |Γ|, we now start to minimize g(d) := dn
2
d rd−2. Note that g(d)

obtains minimum when

dn
3
d = rd−2

ddn2 = rd
2−2d

dd/2n = r(d/2)−d

d

2
log d+ log n = (

d2

2
− d) log r

log r + 2d log d+ 2 log n

log r
= d2 − 2d+ 1 = (d− 1)2.

(5.1.8)

So

d− 1 =

√
log r + 2d log d+ 2 log n

log r

≤

√
log n+ 2d log n+ 2 log n

log r

=
(2d+ 3) log n

log r

=
√
2d+ 3

√
log n

log r
,

(5.1.9)

which implies

2d+ 3 ≤ 3
√
2d+ 3

√
log n

log r
, (5.1.10)

which gives

d ≤ c1
log n

log r
(5.1.11)

for some c1 ∈ R. Note that since s = n1/d

r >> d ,we have s2 > d, which implies

|Γ| > max
d

n1−4/d

rd−4
. (5.1.12)
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Similar to the above minimization process, minimizing n4/drd−4 gives d = c2
√
log n/ log r, which

implies that for some constants α1, α2, c,

|Γ| ≥ n1−4/d

rd−4

= n · 1

n
α1

√
log r
logn · rα2

√
logn
log r

=
n

ec
√
log r logn

.

(5.1.13)

Now, by the construction in Remark 5.1.3 with the Γ obtained from the above setup, we have the
following lemma:

Lemma 5.1.4. There does not exist x, y, z ∈ [n], b1, b2, b3 ∈ Γ and c1, c2, c3 ∈ [r − 1] such that for
the r-hyperedges (x, x+ b1, ..., x+(r− 1)b1), (y, y+ b2, ..., y+(r− 1)b2), (z, z+ b3, ..., z+(r− 1)b3),

y + c1b2 = z + c1b3;

x+ c2b1 = z + c2b3;

x+ c3b1 = y + c3b2.

(5.1.14)

Proof. For the sake of contradiction, suppose not. WLOG, assume c1 < c2 < c3, y, z intersect at
level c1, x, z intersect at level c2, and x, y intersect at level c3. Then we have the following system
of equations: 

y + c1b2 = z + c1b3;

x+ c2b1 = z + c2b3;

x+ c3b1 = y + c3b2.

(5.1.15)

Note that y = z + c1b3 − c1b2, so we have{
x+ c2b1 = z + c2b3;

x+ c3b1 = z + c1b3 − c1b2 + c3b2.
(5.1.16)

Now note that x− z = c2b3 − c2b1. So

c2b3 − c2b1 + c3b1 = c1b3 − c1b2 + c3b2

c2b3 + (c3 − c2)b1 = c1b3 + (c3 − c1)b2
(c2 − c1)b3 + (c3 − c2)b1 = (c3 − c1)b2.

(5.1.17)

Letting i = c2 − c1, j = c3 − c2, since i+ j = c3 − c1, we have

(i+ j)b2 = jb1 + ib3, (5.1.18)

which is a contradiction.

Therefore, to conclude on Section 5.1, we constructed a graph H on N =
(
r+1
2

)
n vertices, where

r = Θ(log n) = Θ(logN) with the number of hyperedges

|E(H)| ≥ N

ec
√
logN log logN

· n =
N

ec
√
logN log logN

· N

eΘ(log logN)
=

N2

ec′
√
logN log logN

. (5.1.19)
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5.2 The Triangle-Free Graph G

Let G be the graph such that V (G) = E(H) and ∀v1, v2 ∈ G, v1, v2 are connected by an edge iff
the corresponding hyperedges e1, e2 ∈ H intersects on some v inV (H). Now, note that G consists
of V (H) edge-disjoint cliques Kv for all v ∈ V (H): Indeed, since 2 edge-non-disjoint cliques imply
that there are e1, e2 ∈ E(H) s.t. e1 ∩ e2 ⊇ {u, v} for some u, v ∈ V (H). Also, each clique-triple
Ku,Kv,Kw on G are not pairwise-vertex-intersecting since otherwise it would contradict the loose-
triangle-forbidden property. Let {u1, ..., u|V (F )|} be a labelling of vertices of F . We now partition
each Kv into |V (F )| parts Av,1, Av,2, ..., Av,|V (F )|, where each part has size either ⌈|V (Kv)|/|V (F )|⌉
or ⌊|V (Kv)|/|V (F )|⌋. We delete all edges both of whose ends are in the same part, i.e. Kv[Av, i] has
no edges for all i. For any uv,i ∈ Av,i, uv,j ∈ Av,j , there is an edge connecting uv,i and uv,j if and
only if there is an edge between vi and vj in F . We call this new graph G′ Now uniformly randomly
choose I ⊆ V (G) with |I| = t for some parameter t that will be set up later. Let tv = |I ∩Kv| for
all Kv. Then, by the fact that each vertex in G is an r-edge in H,

P(I does not contain F ) =
∏

v∈V (H)

P(I does not contain F in Kv)

=
∏

v∈V (H)

(|V (F )| · (1− 1

|V (F )|
)tv)

= |V (F )||V (H)| · (1− 1

|V (F )|
)
∑

v∈V (H) tv

= |V (F )||V (H)| · (1− 1

|V (F )|
)rt.

(5.2.1)

Denote vf = |V (F )|. By linearity of expectation,

E[I] ≤
(
V (G)
t

)
|V (F )||V (H)|(1− 1

|V (F )|
)rt

≤ (
eN2

t
)t|V (F )||V (H)|(1− 1

|V (F )|
)rt

=
etn2t

tt
vNf (

vf − 1

vf
)

− 4t

log
vf−1

vf

logN

(5.2.2)

Since

P(I ⊆ V (G) is not F -free for all I) = 1− P(I ⊆ V (G) is F -free for some I), (5.2.3)

we need P(I ⊆ V (G) is F -free for some I) < 1. So we have

etn2t

tt
vNf (

vf − 1

vf
)

− 4t

log
vf−1

vf

logN

< 1

t+ 2t logN − t log t+N log vf − 4t logN < 0

t(1 + 2 logN − 4 logN − log t) +N log vf < 0.

(5.2.4)

The above inequality holds if we choose t = N . So if we set n′ = N2

ec′
√

logN log logN
, we have

f(n′, F,K3) ≤
√
n′(log n′)O(

√
logn′), concluding the proof of theorem 5.0.1.
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