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Abstract of Honor Thesis

The CHSH inequality and Tsirelson’s bound have traditionally been proven us-

ing different methods in the field of quantum mechanics. In this study, we employ

a unified approach, utilizing multivariable calculus to derive and prove both the

CHSH inequality and Tsirelson’s bound. Proving both theorems using the same

method is important as it offers a coherent and integrated perspective, enhancing

our understanding of their interrelation and the underlying mathematical struc-

ture. This unified approach also provides deeper insights into the nature of quan-

tum correlations compared to classical correlations. Furthermore, this method

could potentially be applied to the research of the violation of Tsirelson’s bound

in future, highlighting the significance of multivariable calculus in the study of

quantum mechanics.
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Chapter 1

Proof of CHSH Inequality

The CHSH inequality is used to test the limits of correlations predicted by

classical physics. It is formulated as:

|E(AB) + E(A′B) + E(AB′)− E(A′B′)| ≤ 2

where E(AB) represents the expectation value of measurements A and B.

1.1 Proof of CHSH Inequality by others[1]

In this section, I would provided a background information on how other people

prove CHSH inequality.

For systems with two distant particles i and j, let A and a (B and b) be

observables taking values −1 or 1. The correlation C(A,B) is defined as:

C(A,B) = PAB(1, 1)− PAB(1,−1)− PAB(−1, 1) + PAB(−1,−1),

where PAB(1,−1) denotes the joint probability of A = 1 and B = −1. In any

local-realistic theory, the absolute value of a combination of correlations is bound

by 2:

|C(A,B)−mC(A, b)− nC(a,B)−mnC(a, b)| ≤ 2,

where m and n can be either −1 or 1.

1



2

Derivation

In a local-realistic theory, the observables A, a, B, and b have predefined values

vA, va, vB, and vb, either −1 or 1. Thus, the combination can be calculated as:

vB(vA − nva)−mvb(vA + nva),

which is either −2 or 2. Therefore, the absolute value of the averages is bound

by 2.

Cirel’son Bound

For a two-particle system in a quantum pure state |ψ⟩, the quantum correlation

of A and B is:

CQ(A,B) = ⟨ψ|ÂB̂|ψ⟩,

where Â and B̂ are the self-adjoint operators representing observables A and B.

Cirel’son demonstrated that for a two-particle system, the combination of quantum

correlations is bound by 2
√
2:

|CQ(A,B)−mCQ(A, b)− nCQ(a,B)−mnCQ(a, b)| ≤ 2
√
2.

1.2 Proof Using Multivariable Calculus

Suppose matrices A and B are define as following:

A =

(
a00 a01

a10 a11

)
, B =

(
b00 b01

b10 b11

)

The tensor product of Matrices A and B are A⊗B is given by:

A⊗B =

(
a00B a01B

a10B a11B

)
=


a00b00 a00b01 a01b00 a01b01

a00b10 a00b11 a01b10 a01b11

a10b00 a10b01 a11b00 a11b01

a10b10 a10b11 a11b10 a11b11
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Since we are considering for classical circuits, The state we choose is |ψ⟩ defined

as:

|ψ⟩ = 1

2
(|00⟩+ |11⟩)

To derive and prove the CHSH inequality using multivariable calculus, we consider

the setup involving markov matrices which also known as stochastic matrices A

and B. Thus we can define the matrix as following:

For matrix A:

A = [aij] =

[
a a′

1− a 1− a′

]
where

∑
i

aij = 1 for all columns j

aij ≥ 0 for all entries aij

For matrix B:

B = [bij] =

[
b b′

1− b 1− b′

]
where

∑
i

bij = 1 for all columns j

bij ≥ 0 for all entries bij

Similarly, we can define markov matrix A’ with variable c,c’ and matrix B’ with

variable d,d’.

We first compute the expectation values using tensor product:

E(AB) = ⟨ψ|A⊗B|ψ⟩ = (a− a′)(b− b′)

E(A′B) = (c− c′)(b− b′)

E(AB′) = (a− a′)(d− d′)

E(A′B′) = (c− c′)(d− d′)
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We then define the CHSH function F as:

F = E(AB) + E(A′B) + E(AB′)− E(A′B′)

= (a− a′)(b− b′) + (c− c′)(b− b′) + (a− a′)(d− d′)− (c− c′)(d− d′)

1.2.1 Derivatives Calculation

To find the max and min, we need to take 1st and 2nd deratives of function F.

We take the partial derivatives of function F respect to a,a’,b,b’,c,c’,d,d’:

∂F

∂a
= (b− b′) + (d− d′),

∂F

∂a′
= −(b− b′)− (d− d′)

∂F

∂b
= (a− a′) + (c− c′),

∂F

∂b′
= −(a− a′)− (c− c′)

∂F

∂c
= (b− b′)− (d− d′),

∂F

∂c′
= −(b− b′) + (d− d′)

∂F

∂d
= (a− a′)− (c− c′),

∂F

∂d′
= −(a− a′) + (c− c′)

Then we take second derivatives of and compute the Hessian matrix H:

H =



0 0 1 −1 0 0 1 −1

0 0 −1 1 0 0 −1 1

1 −1 0 0 1 −1 0 0

−1 1 0 0 −1 1 0 0

0 0 1 −1 0 0 −1 1

0 0 −1 1 0 0 1 −1

1 −1 0 0 −1 1 0 0

−1 1 0 0 1 −1 0 0


The eigenvalues of the Hessian matrix are:

λ1 = −2.828, λ2 ≈ 0, λ3 = 2.828, λ4 = −2.828, λ5 ≈ 0, λ6 = 2.828, λ7 = 0, λ8 = 0

Since there is both negative, positive and 0 eigenvalues, we can conclude that

the critical points inside the boundary are saddle point. By checking the boundary

point for a,b,c,d,a’,b’,c’,d’ be either 0 or 1, we find that

Fmax = 2
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Fmin = −2

at the boundary point.

For example, when a=d=d’=c=b=1,a’=b’=c’=0, we have f=1+1=2. When

a’=d=d’=c’=b=1,a=b’=c=0, we have f=(-1)+(-1)=-2.

Based on the max and min, we would able to get the inequality,

|F | ≤ 2

Thus, the CHSH inequality is proved using multivariable calculus.



Chapter 2

Proof of Tsirelson’Bound

Tsirelson’s bound is a fundamental result in quantum mechanics that sets the

upper limit on the violation of the CHSH inequality in quantum systems. It

provides a quantum mechanical limit to the correlations that can be observed,

which surpasses the classical limit set by the CHSH inequality. Tsirelson’s bound

is given by:

|E(AB) + E(A′B) + E(AB′)− E(A′B′)| ≤ 2
√
2

2.1 Proof of Tsirelson’Bound by others[1]

In this section, I would provided a background information on how other people

prove Tsirelson’Bound inequality. Using the same notation and definitaion from

1.1, Consider the operator:

Ĉ = ÂB̂ −mÂb̂− nâB̂ −mnâb̂.

If Â2 = â2 = B̂2 = b̂2 = I (identity operator), then:

Ĉ2 = 4I −mn[Â, â][B̂, b̂].

Since for all bounded operators F̂ and Ĝ,

||[F̂ , Ĝ]|| ≤ ||F̂ Ĝ||+ ||ĜF̂ || ≤ 2||F̂ ||||Ĝ||,

6
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then ||Ĉ2|| ≤ 8, or ||Ĉ|| ≤ 2
√
2. This shows that the absolute value of the

combination of quantum correlations is bound by 2
√
2.

2.2 Proof Using Multivariable Calculus

To prove Tsirelson’s bound, we use rotation matrices for the measurements A,

B, A′, and B′. The rotation matrix R(θ) is defined as:

R(θ) =

(
cos θ − sin θ

sin θ cos θ

)

Specifically, the measurement matrices are defined as follows:

A =

(
cosα − sinα

sinα cosα

)

B =

(
cos β − sin β

sin β cos β

)

A′ =

(
cosα′ − sinα′

sinα′ cosα′

)

B′ =

(
cos β′ − sin β′

sin β′ cos β′

)
These matrices represent rotations by angles α, β, α′, and β′ respectively, and are

used to describe the measurement settings for the quantum system.

We consider the Bell state |Φ+⟩, which is defined as:

|Φ+⟩ = 1

2
(|00⟩+ |11⟩)

This state is maximally entangled and is used to exhibit the quantum correlations

that we seek to analyze.

The expectation values for the measurements are calculated using the Bell state

and the rotation matrices. Given that

E(AB) = ⟨ψ|A⊗B|ψ⟩
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We compute the expectation values:

E(AB) = cos(2(α− β))

E(A′B) = cos(2(α′ − β))

E(AB′) = cos(2(α− β′))

E(A′B′) = cos(2(α′ − β′))

We define the function F that captures the combination of expectation values

involved in Tsirelson’s bound:

F = E(AB) + E(A′B) + E(AB′)− E(A′B′)

Expanding the expectation values, we have:

F = cos(2(α− β)) + cos(2(α′ − β)) + cos(2(α− β′))− cos(2(α′ − β′))

2.2.1 Derivatives Calculation

To find the extrema of the function F , we compute its partial derivatives with

respect to the angles α, α′, β, and β′:

∂F

∂α
= −2 sin(2(α− β)) + 2 sin(2(α− β′))

∂F

∂α′ = −2 sin(2(α′ − β))− 2 sin(2(α′ − β′))

∂F

∂β
= 2 sin(2(α− β))− 2 sin(2(α′ − β))

∂F

∂β′ = 2 sin(2(α− β′)) + 2 sin(2(α′ − β′))

To find the critical points, we set the partial derivatives to zero:

∂F

∂α
= −2 sin(2(α− β)) + 2 sin(2(α− β′)) = 0

∂F

∂α′ = −2 sin(2(α′ − β))− 2 sin(2(α′ − β′)) = 0

∂F

∂β
= 2 sin(2(α− β))− 2 sin(2(α′ − β)) = 0
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∂F

∂β′ = 2 sin(2(α− β′)) + 2 sin(2(α′ − β′)) = 0

By solving these equations, we can find the critical points. Specifically, we get:

sin(2(α− β)) = sin(2(α− β′)) = sin(2(α′ − β)) = − sin(2(α′ − β′))

sin(2(α− β)) = sin(2(α′ − β)) = sin(2(α− β′)) = − sin(2(α′ − β′))

Since we are only caring the difference between two variable when calculate function

F, we can set β = 0. We get α− β = α, thus we compute critical points are:

α− β′ = −α + kπ or α− β′ = α + lπ

α′ − β = β′ − α + k1π or α′ − β = α + l1π

α′ − β′ = −α + k2π or α′ − β′ = α + l2π

where k, k1, k2, l, l1, l2 are integers.

Then we take second derivatives of and compute the Hessian matrix: The

Hessian matrix H is given by:

H =


−4 cos(2(α− β)) + 4 cos(2(α− β′)) 0 4 cos(2(α− β)) −4 cos(2(α− β′))

0 −4 cos(2(α′ − β))− 4 cos(2(α′ − β′)) −4 cos(2(α′ − β)) −4 cos(2(α′ − β′))

4 cos(2(α− β)) −4 cos(2(α′ − β)) −4 cos(2(α− β)) + 4 cos(2(α′ − β)) 0

−4 cos(2(α− β′)) −4 cos(2(α′ − β′)) 0 −4 cos(2(α− β′)) + 4 cos(2(α′ − β′))



After test the critical points by Hessian matrix and plug back to F , we find:

Fmax = 2
√
2

Fmin = −2
√
2

Based on the max and min, we would able to get the inequality,

|F | ≤ 2
√
2

Thus, the Tsirelson’Bound is proved using multivariable calculus.



Chapter 3

Conclusion

In this thesis, we have explored and proven two significant inequalities in the

field of quantum mechanics: the CHSH inequality and Tsirelson’s bound. Both in-

equalities play a important role in understanding the limits of correlations that can

be observed in quantum systems versus classical systems. Proving both inequality

using multivariable calculus help us have a integrate idea about the two inequality.

while study future violation of Tsirelson’s Bound, Multivariable calculus maybe

an effective method to use since it’s able to prove for both CHSH inequality and

Tsirelson’s bound.
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