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ABSTRACT. The aim of this paper is to prove that the minimal sets
for unipotent flows are compact with the help of a theorem by G.A.
Margulis. We begin by introducing the reader to an important
example from topological dynamics which leads to the property of
equi-distribution. Heading towards abstract topological dynamics,
we look at the space of lattices in which Mahler’s compactness
criterion will help forming a compact set that a minimal set for a
unipotent flow will return to. Non-divergence of horocycle flows
will play an important role in the proving the aim.
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1. INTRODUCTION

Topological dynamics involves the study of asymptotic behavior which
requires direct methods that do not rely on prior explicit calculation of
solutions. George Birkhoff was the founder of the field and the object
of study in the field is a topological dynamical system. A dynamical
system is a system in which a function describes the time dependence
of a point in a geometrical space. Examples include mathematical
models that describe number of rabbits that can be bred from a pair of
rabbits in a year, flow of water in a pipe, swinging of a pendulum etc.
Topological dynamical system is a topological space with continuous
transformations of the space.

Given a flow on a compact metric space, minimal sets always exist
(85). Minimal sets are, informally speaking, “irreducible” objects in
topological space. If the ambient space is compact, minimal sets may
exist, but they may or may not be compact.

The conclusion of this paper relies on a famous theorem by G. A.
Margulis stated as follows:

Theorem 1.1. Let N be a group and let there be a continuous action
of N on a locally compact space Z. Suppose that there exists an open
subset V- C Z with the following properties:

a) closure V is compact;

b) for each z € V and each g € N, the ‘semi orbit’ {g"z|n > 0} does
not tend to infinity ;

¢) NV =7Z.

Then Z is compact.

In this paper we will introduce and study basic properties of the space
of uni-modular lattices i.e. discrete subgroups of R? so that the quo-
tient has volume 1. This space is identified with the homogeneous
space Xo := SLy(R)/SLy(Z). Then we will consider a natural flow on
Xy, more explicitly, the action is given by left multiplication with the

subgroup
U .= {ut: ((1) i) :tER}

As is often the case we will refer to this action as the horocycle flow
on X,. The space X5 is not compact; nice compact subsets of X,
are described by Mahler’s compactness criterion (§6.5). We will prove
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a strong non-divergence result for the horocycle flow and use that in
combination with Theorem 1.1 to prove the following:

Theorem 1.2. Any minimal set for the action of U on Xs is compact.

We organize the paper in the following way to maximize smooth un-
derstanding of the reader while achieving our goal. We start by in-
troducing the reader to linear dynamics (§2), especially an important
example of rotations of a circle (§3). We explore the properties of orbits
of points of a circle which strengthen our understanding of rotations of
circle. We supplement our learning with various propositions around
the dynamics of rotations of circle.

To see an application of rotations of circle in action, we give an ex-
ample from number theory (§4). Henceforth, we talk about important
notions in abstract dynamics which lead us into the statement of The-
orem 1.1 (§5). After introducing and proving Theorem 1.1, we make
a detour into detailed discussion about space of lattices (§6). Giving
brief introduction about lattices and their properties, we talk about
the space of lattices, Xy := SLy(R)/SLy(Z), whose discussion leads us
into an example of a compact set in the space. The final section of
the paper takes together the elements from the previous sections and
formulates the conclusion of the paper which relies on non-divergence
of unipotent flows (§7).

We first try to understand linear maps as simple dynamical systems.

2. LINEAR MAPS

The aim of this section is to provide readers preliminary information
about dynamics in linear maps given by asymptotic behavior under
iteration. The solutions of such systems are governed by the type and
magnitude of eigenvalues. Eigenvalues play a very important role in
practically any dynamical system. In trying to solve for Ax = Az,
where we let A to be a 2 x 2 invertible matrix and x an eigenvector, we
mean that the subspace spanned by x is preserved by A. Therefore,

a b x x
( ¢ d> <y) _A<y)
gives us the equation A\? — (a + d)A + ad — bc which must equal to 0 for
solutions to exist.
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2.1. Eigenvalues.

In case of two distinct real eigenvalues A and p, Ax = Axr and Ay = uy
are solved to get A # p, which can be used as basis of matrix B
obtained by diagonalization of matrix consisting of eigenvectors x and
y. A linear map of R? is called hyperbolic if absolute value of one of
the eigenvalues is greater than 1 and the magnitude of the other lies in

(~1,1).

In case of one real eigenvalue A\, the matrix B looks like ((’)\f\) for some
s # 0. A linear map is called parabolic if it is conjugate to (Si)

In case of complex conjugate eigenvalues, the matrix B looks like
cos 0 sin 0
P\ —sin6 cos

and a linear map conjugate to such matrix is called elliptic.

Now let’s observe the asymptotic behavior of orbits of such maps:

Proposition 2.1. [1] A linear map of R? is eventually contracting if
and only if all eigenvalues are of absolute value less than one.

Proof. Having eigenvalues of absolute value less than 1 is a sufficient
condition for the map to be eventually contracting. In the case of only
one real eigenvalue,

B:()‘ S)with0<23<1—|)\|,

IS =06

Similarly in the case of complex eigenvalues rotation by # does not
change the norm of any vector and the subsequent application of pxId
reduces their norm by a factor p < 1 if the eigenvalues have absolute
value p < 1. O

In the case of distinct real eigenvalues, points approach the origin. The
case of one real eigenvalue leads to degenerate node and complex eigen-
values lead to spiraling behavior. However, we do not explore further
details since the aim of the paper is to discuss properties of notions
in abstract dynamics. We stop here to discuss an important example
from linear dynamics which will lay a foundation to our understanding
of abstract dynamics later.
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3. ROTATIONS OF A CIRCLE

So far, the asymptotic behavior in linear maps was either fixed or was
attracted to various fixed points as time approached positive or nega-
tive infinity. The aim of this section is to introduce a fundamentally
different type of behavior exhibited by rotations of circle.

We will introduce the concept of density of orbits in an irrational ro-
tation and present results on the frequency of visits of points to the
circle. 'We will discuss the role of Birkhoff averaging operator which
will link the main result of this section to notions in physics. We will
conclude the section by proving the ergodicity of irrational rotation
using Stone-Weierstraf3 theorem.

Note that most theorems and propositions in this section have been
taken from Hasselblatt and Katok’s A First Course in Dynamics...”.

Rotations of circle form a fundamental example in theory of dynamical
system whose behavior is not asymptotic, but recurrent. A circle of
radius 1 in the complex plane is given by

R/Z = {e*™|¢ ¢ R} = S*
Let R, denote the rotation by the angle 2ra. Then
Ra(Z) — 627riaz

R™(2) = Ran(2) = ™"z

When « is rational, the orbit of any point on a unit circle is a finite set
and all orbits are periodic since for some x,n € Q, R, (2) = Ruza(2) as
the iterates return back to original point they started from. However,
the irrational case of « is different and gives more insight into other
phenomena related to rotations of a circle. The following proposition
proves that the orbits of irrational rotation which, intuitively! must be
infinite, are in fact, dense.

Proposition 3.1 ([1]). If a ¢ Q, then every positive semi orbit of R,
15 dense.

Proof. In order to show that we divide the circle into finitely many
closed arcs of any length less than ¢ > 0 and place infinitely many
R"(z) into them for any z € S'. By Pigeonhole principle, at least two
of the iterates R"(z) and R™(z) must be in one of the arcs such that

d(R"(2), R™(2)) < ¢

LMathematics is not intuition’ - Unknown
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where,
d(x,y) =min{|b—a| |bex,acy}
Then,
d(R"™(2),2) <e
We claim that,

Claim 3.2. d(R""™(z), z) is independent of z because if w € S*, then
w = Ry_.(2).

Proof. Consider the following,
d(Ry ™ (w), w) = d(Ry ™ (Ruy—2(2)), Rup—2(2)

(2)
— d(Ra(n_m)+w—z(2)a
d(R,_.(R"™(2)),

w

R
Ry,

Therefore, n and m can be chosen independently of z. O

Now, let 6 € [5F, 3] and 6 = (n — m)a mod 1. Then
0] <e,RI"™ = Ry

Let N = |1/|0]] + 1, then the subset {R;(2)|i = 0,1,...N} divides the
circle into intervals of length < |6| so 3 k such that & < N(n—m) such
that

d(Rq(2),2) < e

for some x € St.

Proposition 3.1 motivates the following definitions:

Definition 3.3. A homeomorphism f : X — X is called topologically
transitive if there exists a point x € X such that its orbit is dense in

X.

Definition 3.4. A homeomorphism f : X — X is called minimal if
the orbit of every point x € X s dense in X.

Minimality implies topological transitivity and not vice-versa. There-
fore, rotations of circle, R, : S* — S! is minimal and hence, topologi-
cally transitive.
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3.1. Uniform Distribution for Intervals.

Now we are ready to dive into detailed discussion of how iterates of a
point on a circle visit parts of a circle by measuring their frequency of
visits on parts of circle.

Definition 3.5. Let A denote an arc of a circle, then
Fa(z,n)={k€Z|0<k<n, Ri(z) € A}

In words, Fa(x,n) is the number of times an iterate of a point x visits
the arc A, and n is the mazimum number of iterates allowed.

By Proposition 3.1, since positive semi orbit of any point x on circle is
dense, this would imply that as n — oo, Fa(z,n) — oo.

The relative frequency of visits is given by M

Proposition 3.6. If « is irrational and R, is the rotation, let A, A’
be arcs such that [(A") > I(A), where [(A) denotes length of the arc A.
Then there exists Ny € N such that if v € SY, N > Ny and n € N then

FA/({L‘,n—f-N) Z FA(I’,’I’L)

Proof. Since length of arc A’ is greater than that of arc A, we want
to show that the number of iterates of z visiting A’ is greater than
number of iterates of x visiting A.

By Proposition 3.1, since positive semi orbit of A’ is dense, we can find
an Ny such that RY0(A) C A’ (iterates of z in A belong to A’). Then
since R"(z) € A, this implies that R"™(z) € A’. Since N > Ny,

Fa(x,n+ N) > Fa(z,n+ No) > Fa(x,n).

Arcs also satisfy the additivity property:
Fa, (.1', n) + FAz(xa n) = FA1UA2(x7 n)

Since we do not know if limits of relative frequencies exist, we consider
the upper limits:
— Falz,n
fz(A) := limsup Fata,n)
n—oo

where A is the union of disjoint arcs of S*.
Note that if [ J;; A4; = S, then

ZE(AZ) >1
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Proposition 3.6 implies that,
Corollary 3.7. If I(A) > [(A), then f,(A)) > f.(A).

Proof. For any set A (of arcs), we have
Fa(x,n)+ Fac(z,n) =n

(meaning that total number of iterates n of a point x on a circle lie in
A or A°).

Then dividing the equation by n and taking the limit on both sides,
we get |

F Fye
Fa@n) _ ) g g Eac@m)

n— oo n

lim sup
n—oo

This means that as we approach the greatest possible limit on the
left hand side, the right hand side must approach the smallest limit
possible. 0

Now we can formulate the main result of this section:

Proposition 3.8. For any arc A C S* and any point x € S*,

Fa(z,n)

FIA) = limp o = I(A)

This means that the uniform limit of relative frequency of iterates of a
point x in an arc A gives us the length of the arc! Such a property of
the sequence a,, := R”(x) expressed by this proposition is called uni-
form distribution or equi-distribution. This implies that the asymptotic

frequency of visits is the same for arcs of equal length, regardless of
where they are on the circle.

Proof. To prove this, we shall use the following lemma:

Lemma 3.9. Ifl(A) = 1, then f,(A) < 1.

Proof. Consider k — 1 disjoint arcs, Ay, Ay, ...Ax_1 each of length ﬁ,

then [(A;) > I(A) for i = 1,2,...,k — 1. Then by Proposition 3.6,
Fa(z,n) < Fa,(x,n+ N)

1
Fa(z,n) < H(FAI(:);,TH—N)+FA2(:v,n—|—N)+...—|—FAn(x,n+N))
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Since Fa(x,n) obeys the additivity property,

1
FA(x, n) S m(FAluAg...UAn (ZE, n+ N))
1
Fa(z,n) < m(FSI([E,n + N))
where ST = A; U A,... UA,, (sum of all arcs)
1
Falz,n) < 7=+ N)
Taking the limits as n — oo,
lim Fa(z,n) 1
or
Fa) <
T k-1

0

Now cut the the arc A into [ disjoint sub-arcs of length k—il, then for
each sub-arc and for £ > 0,

— 1
f(A) < m < Z(A) +¢

f(a) <i(A)

Similarly,

as needed.

3.2. Uniform Distribution for functions.

We can also define
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where x4 is the characteristic function of A (finite union of arcs A),

(2) 1 ifzeA
xTr) =
A 0 ifzgA

Therefore, result of Proposition 3.8 can be reformulated as:
.1
lim >~ xa(R(@) = [ xa(0)de
Sl

Considering similar expressions for functions ¢, we define the Birkhoff
averaging operator as follows:

Definition 3.10. The Birkhoff averaging operator is the operator that

associates to a function ¢ the Birkhoff function B,(¢p) = Z;é ¢°f§
given by

B,(0)(x) = - 3 o(B())

Proposition 3.11. For any function ¢ that is a uniform limit of step
functions we have

lim B, (¢) = ; #(0)do

n—oo

Proof. Let ¢. be a step function such that ¢. — e < ¢ < ¢. + €.
We want to show that |lim, . Bn(¢) — [o #(0)df]| < e.

Observe that from the way we define ¢. and traversing within the
inequalities,

¢d9—26:/(¢—6)d9—6§ ¢ — € db
S1 S1

Sl

n—oQ

/ ¢ —edf = lim B, (¢:) —e < lim B, (¢ +¢€) —e < lim B, (o)
g1 n—00 n—o0
n—oo

< lim B, (¢:) + € < 0df + ¢ < odl + 2e
st 51

Letting € — 0 gives us the result. U

Now Proposition 3.8 can be proven in the following way:
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Theorem 3.12. If « is irrational and ¢ is Riemann integrable, then

o1
lim —
n—oo N,

> o(th(o)) = [ ot0)d9

converges uniformly in x.

Proof. Pick a partition of circle S! into finite number of arcs I;. Then
recall,

L(P,¢) = I(I;)m; where m; is the i[?}fqb

U(P,¢) = Z [(1;)M;, where M; is the sup ¢
i (3]
We know that

Z Iim; > mz I;, where m is the minimum value of ¢.
i

and

Z LM, <M Z I;, where M is the maximum value of ¢.
Therefore,
Let m; = ¢1 and M; = ¢9, then

E I;m; becomes p1dbl
i st
and

Z I, M; becomes podb
i st

Sincem <m; = ¢—€e<¢and, M > M; = ¢p+¢€> ¢

Together,
p—€e< 1 <P < Ppte

Therefore (1) can be re-written as,

(2) ¢d) —e < | ddd< | ¢dd < | $d0+e
St Sl Sl

S1
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Taking the first half of the inequality (2), and using the result from
Proposition 3.11,

¢pdf —e < [ ¢1df = lim B, (¢ +€) —e < lim B, (¢ —¢) =
St S n—00 n—00
lim B, (¢1) < lim B, (¢) —e < lim B, (s +€) — e < lim B, (¢2)
n—oo n—oo n—oo n—oo
The last half of inequality can be rewritten as,

bodf < | dO + €
g1 g1

By letting € — 0 gives us the desired result. U

Remark 3.13. Uniform convergence in all x is a special feature of irra-
tional rotations, because in general dynamics this is false. For general
dynamical systems, the above limit converges for most of the points for
a function, but not for all.

Remark 3.14. The condition of Riemann integrability is essential.

Counter-example: Consider a point xy and define the set A as the
union of arcs of length w5 centered at RE(xg) for & > 0. Then
lim,, o0 2 57070 xa(RE(2)) = 1. However, sum of union of arcs is less
than % This is because y 4 is not Riemann-integrable (it is not a finite

union of arcs).

We can relate the result of Theorem 3.12 to notion of averages in physics
as following:

Definition 3.15. Given a function ¢, we calllim, o, & S o d(RE(x)),
the time average and the integral fsl ¢(0)d0 is called the space average
of the function ¢.

Therefore, we showed that for any Riemann-integrable function the
time average exists for the orbit of any point x and always coincides
with the space average. This property of irrational rotations is referred
to as unique ergodicity.

Definition 3.16. If X is a compact metric space and f : X — X a
continuous map, then f is said to be uniquely ergodic if
n—1
1

=30l @)

converges to a constant uniformly for every continuous function ¢.
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We can also apply Stone-Weierstra theorem to prove the unique er-
godicity of an irrational rotation (Theorem 3.12) in the following way:

Proof. Stone-WeierstraS theorem says that continuous functions are
uniform limits of trigonometric polynomials. Therefore, if « is irra-

tional and ¢ = ¢,,(z) := €*™™* is continuous function, then by the
definition of R, (z) , Ro(x) = 2 + a mod 1 implies that
(3) Cm(Ra(z)) _ e27rim(x+a) _ e27rima6271'imx _ eQTrimaCm(l,)

Therefore, lim, o = S s em(RE(2)) must approach a constant uni-
formly in z. With the help of (3),

n—1 n—1
1 1 .
4 - k . 2mimka
(@) IS b = | Y
k=0 k=0
Employing the geometric series sum in (4) for x = e*™m (3] ok =
_$7L+1
: 11—z )
n—1 ;
1 ) ’1 _ e27rzmno¢|
5 - 2mimka| _ :
( ) n € TL|1 _ €2mma’
k=0

Using the triangle inequality in the numerator,

|1 - 627rimna’ < |1| 4 |€27Timna| < 141 < 2
2

n|1_627'rima|

the expression in (5) is less than

2

which implies that ———=7= — 0 as n — oo.
nll—e |

Since Birkhoff averaging operators are linear, if p(z) = >, a;¢;(z), then
lim,, 00 B, (p)(z) exists and is constant. O

4. AN APPLICATION OF DENSITY AND UNIFORM DISTRIBUTION

This section illustrates an application of density and uniform distribu-
tion through a particular example from number theory.

4.1. Distribution of First Digits of Powers.

Proposition 4.1. [1] Let k € N other than a power of 10 and p € N.
Then there exists an n € N such that p gives the initial digits of the
decimal expansion of k™.
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Proof. Mathematically, we need to prove that 4 1 € N for which £" =
10'p + g, given p and where 0 < ¢ < 10".

Given the form of k",

10'p < k™ < 10'(p + 1)

Taking log;o throughout the inequality,
log,o(10'p) < nlog,o k < I +log,,(p + 1)
[ +logyo(p) < nloggk <1+logy(p+1)
(6) logo(p) < nlogygk —1 <logo(p+1)

Define m = [log;qp| + 1 to be the number of digits of p, then subtract
m — 1 throughout inequality (6),

(7)

0 <logyyp—(m—1) < nlog;gk—I—(m—1) < logy(p+1)—(m—1) <1

The middle part of the inequality (7) given by
nloggk —1—(m—1)=nlog,yk — (I + |log,yp])
=nlogyg k — [nlogy k| = {nlog, k}

Going back to the inequality (7) and replacing the middle part with
the fractional part above,

loggp — (m — 1) < {nlogy, k} <log;(p+1) — (m —1)
p+1

p
= logy 1071 < {nlogy, k} < log 1071

Now we claim that log,, & is irrational. Suppose not, then log,, k = §
for some § € Q. This implies that

k? = 10"
k9 — 9P5a

This implies that £ = 10™ and n = m, which is a contradiction to our
assumption. Hence, log;, & must be irrational.

Therefore, {{nlog,, k}|n € N} is dense on [0, 1) by the final inequality.

Specifically, it is dense on the interval [log,, i55=r, 1080 lé’m%].

Recalling from Proposition 3.8, one can define the asymptotic frequency

for such distribution as follows:
Fk(n
lim —2 (n)

n—00 n

= logo(p + 1) — log,(p)



16 HARVEEN KAUR (ADVISED BY DR. AMIR MOHAMMADI)

Hence, we saw how results from dynamics of rotations of circle play a
role in number theory.

5. ABSTRACT TOPOLOGICAL DYNAMICS

This section aims at explaining abstract dynamics which is developed in
the context of flows. Understanding group actions and flows lead to the
notion of a minimal set upon which one of the famous theorems of G. A.
Margulis is stated. The theorem gives conditions under which a space
is compact. To illustrate the importance of the theorem, we discuss an
example of a space to which it does not apply to. Subconsciously, we
understand how irrational rotations play an important role in abstract
dynamics.

Irrational rotations serve as the starting point for a number of gener-
alizations coming up next. For instance, one can look at the circle as
a compact abelian group in which rotations can act like group multi-
plication:

Lg, : G — G given by the action Ly,g = gog, Vg € G

The orbit of any element is a cyclic subgroup and to define the notion
of a dense orbit, we introduce topological group to be a group with a
metric for which every L, is a homeomorphism and taking inverses is
continuous.

To define a flow, let’s define what a group action is:

A group action of a group G on set X is a function f : G x X — X
satisfying the following two properties:

Vo € X,Vg,h € G and eg is the identity element in G:
fleg,z) =z
flgh,z) = f(g, f(h,z))

If G is a topological group and X is a topological space, then we can
talk about continuous group actions f: G x X — X. A flowon X is a
group action of R on X. It is a continuous mapping, g : X x R — X.

If (X,g) is a flow and = € X then we define the orbit of = to be the set
S = {tz |t ¢ X}. In simple words, it is the collection of all elements of
the space X to which an element x € X has been moved by the group
action of elements of G.
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Informally, a minimal set is the ‘irreducible’ object of our compact met-
ric space X. Mathematically, it is a non-empty, closed and tnvariant
set such that none of its proper subsets exhibit the same properties.

We claim that every compact metric space contains minimal sets. We
prove it the following way:

Theorem 5.1. Let X be a compact metric space and f : X — X
be a homeomorphism. If Y C X which is closed, invariant and non-
empty such that Q = {f"(y) : y € Y} given by a partial ordering
Yi <Yy, e Y, CYq, then 3Y, such that Y, is a minimal set.

Proof. Since X is a compact metric space and Y is a closed subset of
X then by compactness of X,

Y =Ya
i=1
where Y are the closed subsets of X.

We claim that,
Claim 5.2. Y, € Q

Proof. Y, is closed since it lies in the intersection of the closed subsets
as said above.

Y, is non-empty because if not, then 4 n such that Y,, = ¢, but this is
a contradiction since Y; is non-empty for all 7.

Want to show that Y, is invariant or if f : Y, — Y, then if y € Y, =
fly) €Yo,
fy) €Yo, Vn= f(y) € Y
O

Therefore, by Zorn’s Lemma which states that a partially ordered set
with the property that every chain in it has an upper bound, then the
set contains at least one maximal element, implies that 3 Z € 2, which
is maximal. Hence, Y, is a minimal set. U

The next theorem enumerates conditions for compact metric spaces
exhibiting compact minimal sets:

Theorem 5.3 (Margulis [3]). Let N be a group and let there be a
continuous action of N on a locally compact space Z. Suppose that
there exists an open subset V' C Z with the following properties:

a) closure V' is compact;
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b) for each z € V and each g € N, the 'semi orbit’ {g"z|n > 0} does
not tend to infinity ;

¢) NV = Z.

Then Z is compact.

Proof. Let the group N be the direct product of R¥ and Z!. N =
RF x Z'. Then N is a group consisting of elements with coordinates
(t1,t2, ..., t,), where n = k + [.

teRif1<i<k
teZifk+1<i<k+l

So, if g is an element of N, then

g = (t1(9),t2(9), -, tn(9))

and we define the norm of g to be,
gl = [t1(g)] + [t2(9)] + .. + [ta(9)]

Balls, {g € N|||g|| < r},r > 0 are compact.

Given that NV = Z implies that for every z € Z, one can find a
¢(z) € N such that ¢(z)z € V and if ||g|| < ||¢(2)]|, then gz ¢ V. This
means that ¢(z) is the smallest element of the group which brings some
z in the closure of V.

Now, assume by way of contradiction that Z is not compact. Then
there exists a sequence {z,,} C Z such that ||¢(z,)|| — oo (the coor-
dinates will push z,,s apart in Z).

Passing to a subsequence {2, }, for some 4,1 <1i < m,
lim [£;(¢(zm))| = 00
m—0oQ

and the sign of all such coordinates is the same.

Let h be an element of N such that |¢t;(h)] = 1 and ¢;(h) = 0 if j #
i,1 < j <n (for instance h looks like (—1,0,...0)). Clearly the sign of
ti(h) differs from sign of |t;(¢(zm))|. So t;(h) plays the role of bringing
back the elements back which t;(¢(z,,)) have pushed apart.

Now, if 0 < 1 < [t:(é(z)], then
177 ¢ (zm) || = [IB" ]| + lo(zm)[| = =7 =+ [|¢(zm)]]
Consequently,
lgh" d(zm) [l < llgll + IR Cm) < Nlgll + lo(zm) || = 7
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This implies that,
g d(zm)zm & V it [|gll < 7 < [ti(@(2m))] since [[gh"é(zm)]| < |¢(2m)-

Since V is compact, the subsequence {¢(2,,)2,, } has a limit, say, v € V.

Since V is open and lim,,, o [t;(6(2,,))| = 00 and gh™¢(zm)2zm ¢ V, gh™v ¢
Vif ||g|| < r. Why?

Suppose not, if gh"v € V then there exists a neighborhood of gh"v in
V' such that gh"¢(2,,)zm € V as v is the limit of the sequence ¢(z )z
However, gh"¢(zm)z, ¢ V and hence, gh"¢(zp)zm ¢ V, which is a

contradiction.

Given the condition (b) in the theorem, if h € N and z € V, the
sequence {h"z} does not tend to infinity. Therefore, 3 a sequence {r;}
of positive integers such that,

lim r; = oo and lim A'/v = 2 for some z € Z,

j—o0 j—o0
which implies that g(h"7v) — g(z), however, since gh'v ¢ V = gz ¢ V
for every g € N. But this is a contradiction to condition (c¢) of the
theorem which states that NV = Z.

Hence, Z must be compact. U

Remark 5.4. The above theorem shows that if a space is locally compact,
then given the above three properties of such a space, the space is
compact. However, if one of the properties breaks down, the conclu-
sion of the theorem is no longer true.

Let’s see a counter-example:

We know that R (real line) is locally compact and not compact. This
means that at least one of the conditions of the theorem must fail. We
notice that if we introduce the group action {n + mv/2 | n,m € Z},
then we claim that since this set is dense (we prove this later), the
second condition of the theorem is no longer true.

For instance, if we consider the action of 1 on 0, then one can see that 0
never returns and its semi-orbit becomes infinite under the group action
of 1. However, the orbits for other points become dense to irrationality

of /2.

We prove the density of the set mentioned before:

Claim 5.5. The set S = {n+m+\/2 | n,m € Z} is dense.
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Proof. First, we will prove that the set R, = {m+/2 | m € Z} is dense
in (0,1].

Let € > 0 and pick an integer m such that m > %

Divide the interval [0,1] into m sub intervals of length -, then two

numbers from the set {{v/2},{2v/2}, ..., {(m + 1)v/2}} must lie in the
same sub-interval by the Pigeonhole principle. In other words, 37,5 €

Z,1 <i<j<m+1,such that
1
) 0 < [{iva) ~ {1v3)| <
Now, for any y € [0,1],3 0 < k < m — 1 such that y € [£, £H]

This implies that by inequality (8), for some g,

i — vy et bt

—
m m

-l - VE) < <

]

Hence, R, is dense.

Now, any number z € R can be written as z = a+r, where a € Z, 0 <
r<l1

Since R, is dense in [0, 1],
Ir —{bV/2}| < €
| —bV2+ [bV2] +2—a| <e
a—|bvV2] +bvV2 € R,
which is dense in R. U

This counterexample is essentially another proof for Proposition 3.1.

To see how Theorem 5.3 plays a role in establishing compactness of
minimal sets, we take a detour to study the space of lattices which will
provide us with tools to approach our goal.

6. LATTICES

This section acquaints the reader to lattices and their properties. Once
we learn properties of lattices, we will see properties of the coset space
Xy 1= SLy(R)/SLy(Z) of lattices. We will discuss the notion of converg-
ing sequence of lattices and conditions governing them, which will help



MINIMAL SETS FOR UNIPOTENT FLOWS ARE COMPACT 21

us in proving the Mahler’s compactness criterion. Proving Mahler’s
criterion gives us a necessary tool towards proving our main goal.

Definition 6.1. In a locally compact group, a lattice is a discrete co-
compact subgroup with the property that the quotient space has finite
invariant measure. In special case of subgroups of R™ a lattice in R™ is
a subgroup of the additive group R™ which is isomorphic to the additive
group Z", and which spans the real vector space R™.

We will consider the geometric notion of lattice given by periodic subset
of points.

Given n linearly independent vectors by, ..., b, € R™, the lattice gener-
ated by them is defined as,

A(bl, ,bn) = ZIZ[)Z, x; € 7z
i=1

The vectors by, ..., b, form the basis of the lattice. For instance, the
lattice generated by (1,0)7 and (0,1)7 is the lattice of all integer points
(Z?).

Note that different bases can generate the same lattice, for instance
(1,1)T and (2,1)T generate Z? as well.

6.1. Important facts about lattices.

A lattice A is a discrete, additive subgroup of R™ with a finite quotient
RTL

space -

Discrete means that Vo € A,3 r, > 0 such that B(z,r,) N A = «z,

meaning the neighborhood of a ball of positive radius r contains exactly

one element(vector) of the lattice.
Additive means that if z,y € A,z —y € A.

Therefore, by the additivity property of lattices, 3 ¢ > 0, such that
Vo #y € A, ||xr — y|| > e. This gives us another definition of discrete-
ness.

Definition 6.2. A matriz U is Uni-modular if det(U) = +1.

Definition 6.3 ([5]). For any lattice A and a basis (b, ba, ..., by,), we
define a fundamental domain to be the set

{(b1,b9,....;0p)x 2 € R" 0<z;, <1} =D.

A fundamental domain must not contain any integral lattice points
except the origin as implied by the definition and the volume of ® is
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not unique. For the purpose of this paper, we work with uni-modular
lattices whose volume of the torus (%) is 1, which is equivalent to
saying that the determinant of the uni-modular lattice is 1 (Volume
of the fundamental domain of a lattice equals the determinant of the

lattice).

Let’s look at the following cases for discreteness of A:

Case 1: A C R? is discrete if 3 v € R? with a minimum norm ||v]| such
that A = {mv | m € Z}.

Proof. We want to show that ® N A = {v}.

By way of contradiction, let w be another vector such that w =2 NA.
Then since A is an additive subgroup, v —w € A, but ||[v — w|| < [|v]|
which is a contradiction since ||[v]| is minimum by assumption. O

Note that in this case A is not a lattice since the fundamental domain
does not exist because it is a one dimensional vector space with infinite
co-volume.

Let’s look at the second case:

Case 2: A C R? is discrete if 3 {v1,v2} € R?, such that A = {muv; +
nvy | m,n € Z}, where vy, vy are linearly independent.

Proof. We want to show that ® N A = {0}

Since vy, vy are linearly independent, then any vector in lattice z =
muy + nvy for some m,n € Z.

The only vector with integral combination in ® by definition is the
zero vector, hence x must be 0. Therefore, ® N A = {0} and A is
discrete. O

Not every set of linearly independent vectors can generate a lattice.
Therefore, using the following lemma we determine what vectors form
the basis of the lattice and the fact that ® N A = {0}:

Lemma 6.4. Let A be a lattice and B = (by, ..., b,) be a set of linearly
independent lattice vectors. Then

D NA={0} < B forms a basis of A.

Proof. ‘="

If ® N A = {0}, then since B is a set of linearly independent vectors,
then any lattice point, say x, can be written as a linear combination of
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them,
xr = Z%bi, yi €R
i=1

Since lattices are discrete, additive subgroups of R™, this implies that

n

z = Z?/zbi — Ztyljbi for some z € A
i=1

i=1
Now z € A and z € ® by assumption,
ze AND ={0} = z={0}

Y ouibi =) lulbi=vi= |yl =>uel

i=1 i=1
This implies that x is an integral combination of B, hence B is a basis.
4<:7:
If B forms a basis of A, then all lattice points are the integral linear

combination of vectors in B. By the definition of fundamental domain,

the only integral combination of basis vectors in ® is the zero vector.
Hence, AND = {0} O

Remark 6.5. A fundamental domain is a subset of the space of lattice
which holds in itself the images of every vector in the lattice. The
following lemma shows why each vector in a lattice can be mapped into
the fundamental domain.

Lemma 6.6. Let A be a lattice generated by the basis B = {vy, v}
such that A = {mv, +nvy | m,n € Z}. Then Vr,y € R, I m,n € R
such that (x,y) + (mvy + nvg) € {avy +bvy | 0 < a,b < 1}

Proof. Given that (z,y) € R?, let (x,y) = Mv;+ Nuvy, for some M, N €
R

Choose m,n € R such that the integral part of M, m and N,n is the
same, then,

(Mvy + Nvy) — (muy 4+ nvg) € {avy +bvg | 0 < a,b < 1}
O
Previously, we said that the same lattice can be generated by two

different bases. However, we can generate one basis from the other
using a uni-modular matrix.
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Lemma 6.7. [5] Two bases A, B in R? are equivalent iff A = BU or
B = AU for some uni-modular matriz U.

Proof. ‘="

Two bases A, B are equivalent if the lattices generated by them are
equivalent,

A(A) = A(B)
Then there exists U € M(Z) s.t. A= BU andU € M(Z)s.t. B= AV
Then B = (BU)V

BB = (BUV)'BUV = (VIUTB"B(UV) = (UV)"(BTB)(UV)

Taking the determinant of the L.H.S and R.H.S of the above equality,
|B"B| = |VU|*|B" B
VU] =1=|VU| = +1
V| ==x1,|U| = £1

(<:7:
If A= BU then A(A) C A(B). Then B = AU! means that A(B) C
A(A) as U™! is uni-modular.

which implies that A(A) = A(B) O

6.2. Coset space of Lattices X,.

Now we are ready to define the coset space Xy := SLo(R)/SLy(Z) which
parametrizes the space of uni-modular lattices.

We define,

RQ
X, = {A < R?|A discrete, N has co-volume 1}

Note that the following map given by f(g) = g * Z? is not one-one:
f: SLy(R) — Xy, where Z? € Xo.

Because for different matrices in SLy(R), we might end up with the
same lattice. For example:

R HRHORGEES
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Cov ) lo) oy Jimres)

Then the lattices generated by the two sets are the same as one can
be reduced to the other via row operations. However, the mapping is
onto because every lattice is an integral combination of basis vectors
that come from R.

and

The action of SLy(R)/SLy(Z) on a group of uni-modular matrices is
well-defined because if we take a lattice A € Xy then A = {mv, +
nvy | m,n € Z}.

The map is one-one because by Lemma 6.7, A(A) = A(B) then A = BU
for some uni-modular matrix U.

It is a natural question to think about how to measure distance between
two lattices?

Let

Ay = {mvy +nvy | m,n, € Z}
and

Ay = {mw; + nwy | m,n, € Z}
then

d(Ay, Ag) = d((v1,v2), (w1, w2)) = [[vr — wi || + [Jvg — wal

gives us the way to define distance between two lattices.

6.3. Convergence of lattices.

Having seen the distance between two lattices, let’s dive further to
interpret the notion of converging sequence of lattices. What do we
mean when we say a sequence of lattices converges to a lattice and
when can we say that?

We know that a sequence of lattices converges to a lattice when:

a)VR, 3 ko s.t. for k > ko, f(R,Ax) = f(R,Ay,) = After a certain
point, number of lattice points in latttices A, must become equal to
number of lattice points in Ay, (R is the radius of a fixed ball in the
space of lattices).

b) Define B(R, Ax) = A, N B(0, R) = {x1, %9, ...7, } (lattice points in a
ball of radius R on a lattice space). Then,

3{y1, 92,y Ym, } = B(R) s.t. VR, B(R,Ax) — B(R)
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meaning that

{1, 20, ., 2} = {y1, Y2y ooy Uy, }

Let’s look at the following counter-example of a non-converging se-
quence of lattices:

Suppose we have a sequence of the lattices of the form,

GO

Fix a ball of radius R = 1. Then A,NB(0, 1) contains all points on only
y axis and as k increases, points on the y axis become closer and closer
to each other which implies that there is no shortest non-zero vector,
meaning that A, is not discrete. This type of lattice configuration
clearly does not satisfy the two afore-mentioned conditions required
for convergence of lattices. Hence, the above sequence of lattices does
not converge to any lattice which implies that the space of Ay is not
compact.

6.4. Reduced basis.

In R?, a basis vy, vy of a lattice A is called reduced if v; and vy are
shortest length vectors in the lattice. Note that every lattice has a
reduced basis because every lattice has a shortest vector. However, a
sequence of lattices having their respective reduced basis may not have
a basis to which those reduced bases converge to (refer to the counter-
example above (in §6.3)). Existence of reduced basis for a sequence is
therefore guaranteed if the basis vectors in the sequence are bounded.
Let’s look at the following lemma that determines that we have found
the shortest length vectors for the basis of a lattice.

Lemma 6.8. (Definition of reduced basis) Let vy = (x,y) be the short-
est length non-zero vector such that either x > 0 or if x =0, theny > 0.
Then {vi,ve} forms the reduced basis of a lattice A if vo satisfies the
following:

a) det(vy vg) =1

b) If we replace vy by vo +nvy for some n € Z, then vy = vy + vy (via
Gram-Schmidt orthogonalization), where ||| < 3.
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Proof. We want to achieve a bound on v, given v; is the shortest non-
zero vector.

L= Jlor]l vy || = det(vr vy)
= det(vy vy + Avy) = det(vy va) + det(vy Avy)
(9) = det(vy v2) + 0 = det(vy vo)

Now, given that vy = vy + Avy, taking norms,

1
log | < Nloall + Il = floz || < ol [All[oa]]

Since [[or]| 2 € [Jog || < ¢ + [All|va]
Since v; is the shortest non-zero vector,
lvil* < [lvel®
lorl® < vy = Aor]|* = Jlog |7+ [AP [l ]1®
(10) (L= AP ol < oy [?
Since |A| is at most 3, from (9) and (10),

1

[[on[|?

3
ol < ozl <

which implies that,

4 V2
lo]* < 3 = llull < 57
1/4
[va]| = —= since [[us ] [Jvaf| = 1

V2

Hence, v; and vy are both bounded and short. Therefore, B = {v; v}
forms a reduced basis. [

Lemma 6.9. [2] A sequence of lattices converges to a single lattice if
and only if there exists a reduced basis of the sequence of lattices A,
that converges to the reduced basis of a single lattice A.

Proof. Let {b],...,bl} be the reduced basis of sequence of lattices A,
and {b1,...,b,} be the reduced basis of a lattice A. Then we want to
show that

A, — Asb —biforl1<i<n

Existence of such basis is proven in Lemma 6.8 . We shall show the
convergence by using linear transformations of lattices.
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¢:>7:

Suppose, A, —> A and let A be a linear transformation which takes
basis vectors of A, to A, b} = Ab;. Then,

0] — bs| = [Ab; — b = [(A — I)by]
where [ is the identity transformation.
By the following property of linear transformations,
|Az| < V/n || All|z]
we get,
(A= Db < vn |A—1]| [bi]

By assumption, A, — A implies that A, = AA and ||[A — I]| — 0.
This immediately proves that b] — b;.
‘=T
Now suppose b — b;. Let b = Ab;, then since,

|b; — b;] — 0

|Ab; — b;| — 0

[(A=1D)bi| = 0= [|[A—I||[b:;| = 0

This implies that ||A — I|| — 0 because the basis vectors are non-zero
and A — [ is a linear transformation.

Therefore, A, — A. O

A sequence of lattices may not converge when a lattice could go off to
infinity. Since there was no shortest vector (discreteness condition was
not fulfilled) as stated in the counter-example before, the sequence of
lattices did not converge. Therefore,

A, o0 du, €A, st ||u,]| — 0

Now we are ready to state and prove Mahler’s compactness criterion:

6.5. Mahler’s compactness criterion.
Theorem 6.10 (Mahler’s criterion). For every ¢ > 0, the set
{Ae Xy | VveA || >c¢e}

18 compact.
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Proof. To prove that the set is compact, it suffices to find a converging
sequence of lattices in X, that converge to a single lattice A. Passing to
a subsequence, this is equivalent to showing that there exists a reduced
basis of the subsequence that converges to reduced basis of a single
lattice A (Lemma 6.9). Since one can find shortest non-zero vectors
{v1,v2} because the vectors in such lattices are bounded (Lemma 6.8),
they become the reduced basis of the subsequence. Therefore, the
subsequence converges to a single lattice by Lemma 6.9, proving that
the set is compact.

O

7. NON-DIVERGENCE OF UNIPOTENT FLOWS IN SLy(R)/SLy(Z)

The final section of this paper aims to apply the results and theory of
the previous sections in proving the non-divergence of horocycle flows.
The non-divergence result coupled with Theorem 1.1 will prove the fact
that minimal sets for horocycle flows are compact. We will start by
introducing the reader to concept of a horocycle flow, and the quality
of non-divergence that it portrays, thereby proving the non-divergence
theorem. Combining the non-divergence result with the result from
Mabhler’s criterion will help us prove the main result of this paper.

1t
01
gives the horocycle flow, where the one-parameter unipotent subgroup

of R is given by
1t
U—{(O 1>|te]R}

Theorem 7.2. [4] Let {u;} be a one-parameter unipotent subgroup of
SLy(R). Then for any lattice A in SLy(R)/SLa(Z), usA does not tend
to 00 ast — 0.

Definition 7.1. The action of u; = ) (the standard unipotent)

Equivalently, there exists an € > 0, such that K. 1s compact and K, C
Xy :={A € Xs| inf ||v]| > €}, such that the set {t € Ry : wA € K.} is
unbounded, where A € X5. This property is called non-divergence.

Proof. We will show that the time spent by the points under the action
of horocycle flow outside the compact set is very small. Equivalently,

m{t | 0<t<T,wA¢ K}) <eTl
where m is the length of the interval for all T > 0 and all A € X,.
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The action of the horocycle flow fixes the z-axis and shears the y-axis
towards the direction of z-axis. Specifically, the image of vector (z,y)

under the action of ( é 115 ) is (x + ty,y). It suffices to prove the

theorem with the use of primitive vectors (vectors v such that the
equation v = nw with n € Z and w € A implies that n = +1). Why?

If v is any vector in A, then for some time ¢, there may exist a short
vector u;v which prevents u; A to lie in K.

Then for each primitive vector v, define the following:

Jo ={t € [0, T] | lupw] < €'}

I, ={t € [0, T | luw| < p}
where ¢ < p, which implies that J, C I,.

J, is the set of bad times for the vector v and I, is the set of protecting
times for v. We will use the following lemma to show that for any two
primitive vectors v and v’ in the regions of J, and I,,, v must equal v'.

Lemma 7.3. For any A € Xy, the cardinality of the set
1
{An{veR*: |v] < 5}}

18 2.

Proof. We want to show that no two linearly independent vectors can
have norm less than 1.

Suppose not, then 3t € I, N I, such that [|uv]|||uv’]] < 1 for linearly
independent v, v’ in the above set. This gives us a contradiction as we
are working in the space of uni-modular lattices whose co-volume is
1. Therefore, the vectors for which ||usv]|||u:0’|| < 1, are the primitive
vectors. Hence, v = £v’ or in other words, the cardinality of the set is

2 (v, —v). O
Since v = £/, ||lu|| = |Ju'|| = I, = Iy
Now we claim that,

Claim 7.4. [4]

for some primitive vector v.
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Proof. Since, J, = {t € [0,T] | ||luw]| < €'}, let v = ( ;j ), such that

This implies that |z + ty| < € and |y| < €, therefore,

—d<xt+ity<eé
—e—x<ty<e-—uw
— =z

— ——<it<

€ =z
Yy Yy y oy

which gives length of time spent by v inside the region of J,,

2¢
(11) m(J,) < R

Similarly, let I, = [t1, t], then the interval must contain some ¢, such
that |lupv|| < p= |z +t'y] <&
e, vl = p gives [z +tiy| = §if [y[ < §
Therefore, from previous equations,
p

12 I)=t,—t; >t —t; > =
( ) m() 2 12 1_4y

(11) and (12) imply that

6/

[\

(/o)
(L)

3

<

3
o]

&€’
< —
P

'S

Y

Therefore,
m({t | wA ¢ K}) =m({t € 0,7 | [luww| < €})
m({t € [0,T] | [lupv]| < €'}) =m(U J,)

m(U J,) <Y m(Jy) < 876/ > m(1,) < %m(UIv) < €T

€p

when € < £

Hence,
m({t | wA ¢ K.}) <eT



32 HARVEEN KAUR (ADVISED BY DR. AMIR MOHAMMADI)

The proof shows that the time spent by orbits under action of u; outside
the compact set K, is very tiny. Therefore, most points return to the
compact set K. showing that {t € R, : ;A € K.} is unbounded. [

Now we can combine the result of Theorem 6.10, the non-divergence
result and Theorem 1.1 to prove Theorem 1.2 given by:

Theorem 7.5. Any minimal set for the action of U on X5 is compact.

Proof. Let U be the action given by left multiplication with the sub-

group
1t
U::{ut:<0 1):tER}

acting on the space Xs.

Let Z be any non-empty, closed u; - invariant subset, then we want to
show that Z is compact.

We will use Theorem 1.1 to derive the conclusion. In order to show
that Z is compact, we must satisfy the following three conditions:

1) 3V C Z,V open subset such that it’s closure is compact.

2) dx € Z, st. Yu,, € U,JK = K(z,5s), s.t. K is compact and
{nsp >0 : ups,x € K} and {nsg <0 : u,s,x € K} are unbounded.

YUV =727

Let’s see the proof for Condition 1:

Proof. Let x € Z, then we can choose V to be the compact neighbor-
hood of x which lies in Z, given by V' = B(z,1) N Z. Closure of V

is compact because Z is closed due to minimality and B is a compact
neighborhood. 0

Let’s see how Condition 2 unfolds:
Proof. Let K’ be compact set given by applying non-divergence to x €

Z,st. {t e Ry :uux € K'} is unbounded (Theorem 7.2).

We want to find K = K(K’,sp) and a sequence n, — oo such that
Up,so € K.

First, we will show that such a sequence of natural numbers n; exists.
Why?

Assume, t; < ty < t3 < ... so that
ti+1—ti>80+1
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Therefore,
Vi, 34 n; € N so that t; < n;sp < t;11

which implies that

n;so — ;i < So
Let

K = {u.z | |7| < so} K’

where

T =n;S0 — t;
then K is compact.
We claim that wu,,,,x € K because

Unisol = Uti+(niso—t;)L = U’(niso_ti)<uti‘r>

where uy,x € K'.

33

Therefore, K is the compact subset for which {nsy > 0 : u,s,x € K}

is unbounded, satisfying condition 2 of Theorem 1.1.

A similar argument holds for nsy < 0.
Condition 3 can be proven as follows:

Proof. UV C Z because V C Z and Z is U-invariant.

O

To show that Z C UV, let z € Z, then we want to find u; € U, s.t.

uz € V.

Since Z is minimal, the orbit of z under the action of u; is dense in Z,

which means Uz NV # ¢ since V C Z. Therefore, Z C UV
Hence, UV = Z.

[l

Hence, fulfillment of all conditions of Theorem 1.1 concludes that Z is
compact, or any minimal subset for the action of U on X5 is compact.

O
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